

# BioAlder: A tool for using biological tests to assess the age of unaccompanied minor asylum-seekers 
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## 1 Preface

With effect from 2016, the national scientific responsibility for assessing the age of unaccompanied minor asylum-seekers in Norway has rested with the Department of Forensic Sciences at the Norwegian Institute of Public Health (now the Department of Forensic Sciences at Oslo University Hospital). Since then, a project group has been established, and work to accomplish the assignment has involved making systematic reviews [1-5], international publications [6-9] and searching for new and improved methods.

An external reference group was established in December 2016 and held its first ordinary meeting in February 2017. The group has had the opportunity along the way to provide general input into the work we have done, and the following organisations are represented: The Norwegian Organisation for Asylum Seekers (NOAS), Save the Children (Norway), the Norwegian Psychological Association, the Norwegian Dental Association, the Centre for Medical Ethics at the University of Oslo (UiO), the Norwegian Society of Paediatricians and the Norwegian Society of Paediatric Radiology.

This manual presents the tool BioAlder and describes the work of constructing the tool, which is designed to estimate prediction intervals for age based on radiographs of a wisdom (third molar) tooth and hand skeleton (also referred to as hand-wrist or only hand). The work has been carried out by the Age assessment research group at the Department of Forensic Sciences, Division of Laboratory Medicine, Oslo University Hospital (OUH)

We should like to thank the Norwegian Knowledge Centre for the Health Services for their cooperation on the systematic reviews and Thore Egeland (Norwegian University of Life Sciences/OUH) and Torbjørn Wisløff (UiO/Norwegian Institute of Public Health) for cooperation on the mathematical modelling of data. Thanks also to Jayakumar Jayaraman, Simon Camilleri, Rick R. van Rijn, Eugénia Cunha, Abdul Mueed Zafar, Bernhard Knell, Ivan Galić, Antoine Saadé, Sevcihan Yilmaz, Carolina Medina-Gomez, Sapna Hegde and Miriam Marrero for submitting datasets. We should also like to thank Lil-Sofie Ording Müller for valuable input to improve the updated version of this manual.

## 2 What is new in BioAlder version 1.3b?

Since the publication of the last version of the manual, we have received comments and suggestions on how to improve BioAlder. Among these are feedback on the way we present and explain the system in this manual, pointing out that it can be too technical and difficult to understand. We have taken these comments into account in this version of the BioAlder-manual. Parts of the text has been simplified and technical parts are moved to the appendix

- Several of the figures are updated and the figure legends have been changed accordingly
- We have tried different a priori age distributions as a part of the modelling and discussed further in the manual and the appendix.
- We have included a more detailed explanation for some of the methodological choices.


## 3 Main points

- None of the methods currently in use for assessing biological age can determine the exact age of a person, and there is great variation in how the methods are practised and interpreted in different countries.
- BioAlder, the age assessment tool described in this document, makes an automated prediction of chronological age based on results from radiographs of the wisdom tooth and hand skeleton.
- The tool has been developed by OUH to assist the Norwegian Directorate of Immigration in determining the ages of young asylum-seekers. To the best of our knowledge, this tool is the first of its kind worldwide.
- This version of BioAlder is based on research in 34 scientific publications, and includes data from more than 22000 people. The tool will be updated regularly with new research data.
- All data in the model is truly observed individuals from different studies. Some of these studies have grouped data, meaning that they do not submit data for every individual. Since BioAlder is built with individual data, we have used mathematical modelling to utilize the data from these studies.
- The data include studies conducted in 22 different countries. The significance of regional differences remains unclear.
- The tool is a temporary solution. We are working on development of molecular biological methods (DNA methylation) for future age assessment


## 4 Introduction

Unaccompanied minor asylum-seekers who come to Norway have rights pursuant to Norwegian law and international guidelines and conventions [10]. Their applications must be processed on the best possible basis, amongst other things so that they are accorded the rights that are correct for their age. When there is any doubt about the age of asylum-seekers in Norway, their age is established by the Directorate of Immigration. In most countries, biological methods form an important source of information for determining age [11].

The methods currently in use for determining biological age are unable to provide a precise age [1, 2]. The greatest constraint is the natural biological variation in the development of skeleton and teeth, which are the analytical methods most frequently used in age assessment. Nor are there any scientifically documented systems for the use of psychosocial or cognitive testing to predict chronological age [4].

### 4.1 About BioAlder

BioAlder has been developed as an aid for determining the age of young, unaccompanied asylumseekers in cases of doubt. The tool has been constructed as a statistical calculation model on the basis of studies of the development of the hand-wrist skeleton (hand) and lower left wisdom tooth in more than 22000 young persons of known chronological age. BioAlder is used to assess the individual asylum-seeker's developmental stages based on radiographs of the applicant's hand-wrist and teeth, and to compare them with the statistical basis in the model. The model provides an estimate of the applicant's chronological age range. Emphasis is placed on BioAlder being able to present uncertainty in an easily comprehensible manner.

BioAlder has been developed as part of an assignment for Oslo University Hospital (OUH), Department of Forensic Sciences, commissioned by the Norwegian Ministry of Health and Care Services. The assignment is regulated by an agreement between OUH and Directorate of Immigration (UDI). The tool was developed by the Age assessment research group at the Department of Forensic Sciences, Division of Laboratory Medicine, OUH. We should like to thank the Norwegian Knowledge Centre for their cooperation on the systematic review and Thore Egeland (Norwegian University of Life Sciences/OUH) and Torbjørn Wisløff (UiO/Norwegian Institute of Public Health) for cooperation on the mathematical modelling of data.

The tool is based on radiographs of the hand-wrist skeleton (hand) and teeth, which were also components of the system used in Norway before the development of BioAlder. Here, we have
selected the best documented methods for staging development, collated all available scientific studies on these stages, and finally constructed a mathematical model has been that makes it possible to combine hand and tooth results. To the best of our knowledge, the system is the first of its kind.

BioAlder has been optimised for assessing the age in asylum cases where there is doubt whether a person is under 18 years of age, and cannot be used indiscriminately in other connections. Some discretionary decisions had to be made, as is the case for any modelling and development of prediction models. In the work on this tool, the primary aim of the discretionary decisions taken was to prevent children being classified as adults, and the secondary aim to prevent adults being classified as children. That is the reason why the tool may not be suitable to determine age in other settings (e.g. in "trafficking" or criminal cases where the posed question might be different).

Four peer reviewed publications have been published during the development: Two are about BioAlder [8, 9] and two are about the systematic reviews on the Greulich \& Pyle atlas [6] and the Demirjian grading of the third molar [7], respectively.

BioAlder will be further updated as new scientific publications appear and different versions of the tool may yield somewhat different results for the same developmental stages of hand-wrist skeleton and wisdom teeth.

The tool is the best short-term solution that we have found for the commission assigned to us, but it must be regarded as a temporary solution. In the future, we aim to further develop molecular biological methods of age estimation (DNA methylation). See chapter 10.2 for more information.

## 5 BioAlder in practice

As the requirements for informed consent is not fulfilled in age assessment, this is not collected from asylum seekers that are eligible for biological age assessment. It is, however, possible for the person to refuse to go through the investigation. In addition, the person must also have had the opportunity to give notification of any chronic diseases, developmental disorders or medication, as those might have implication for the skeletal development and thereby the result from BioAlder.

A report based on gender, estimated Greulich \& Pyle skeletal age and/or estimated Demirjian's stage of the lower left wisdom tooth will be delivered to UDI after each new update of the tool.

### 5.1 Result report generated by the tool

The report that is generated consists of two main parts (Figure 1): an introduction, which explains what the results are based on, and a results section, which shows the various relevant results generated by the tool:

- $75 \%$ and $95 \%$ prediction intervals for chronological age, given the observed stages.
- Percentages of individuals under the ages of 16, 17 and 18, given the observed stages.

The figures calculated by the tool are presented as follows:

- All prediction intervals for chronological age are given in whole years and months.
- Values are rounded off to the nearest whole month.
- All values lower than 5\% are reported as "less than 5\%".
- All values over $95 \%$ are reported as "more than $95 \%$ ".


## Rapport for biologisk aldersvurdering - Gutter S19/G

BRUKES NÅR GRADERING AV BÅDE HÅND OG TANN ER TILGJENGELIG. Følgende resultater har fremkommet etter en matematisk modellering av forskningsdata. Forskningen har sammenstilt observerte utviklingsstadier med kjent kronologisk alder. Det totale antallet observasjoner av utviklingsstadier og kjent kronologisk alder benyttet i den matematiske modellen, er for gutter, 4700 for hånd og 7018 for tann. Modelleringen gir prediksjonsintervaller og andeler basert på de samlede observasjonene. Hvor representative de samlede observasjonene er for den enkelte asylsøker som skal vurderes er uklart og svarene fra dette verktøyet må brukes med forsiktighet. Mer detaljer om verktøyet finnes i Manual v1.3.

Kombinert Greulich \& Pyle skjelettalder/Demirijans utviklingsstadie: 19/G

- Prediksjonsintervall: $75 \%$ av individene vil være mellom 17 år 11 mnd og 20 år 2 mnd.
- Prediksjonsintervall: $95 \%$ av individene vil være mellom 17 år 1 mnd og 20 år 5 mnd.
- Andel individer under 16 år: mindre enn $5 \%$.
- Andel individer under 17 år: mindre enn 5\%.
- Andel individer under 18 àr: 14\%

Merk: Dette resultatet forutsetter at røntgen av hånd og tann ble utført med mindre enn 2 måneders mellomrom.

[^0]Figure 1. Example of BioAlder results report.

### 5.2 Potential and limitations of the tool

The model that generates the results is based on a total of 22941 individuals (11718 boys and 11223 girls). It is important to be aware that the estimates for prediction intervals and percentages under certain age limits were calculated using data based on the individuals included in the tool (see Table 8 and 9). The populations from which many of the unaccompanied, minor asylum-seekers originate from are represented to only a limited extent in the tool's underlying data. Existing research yields no answers regarding the extent to which factors such as regional genetic heterogeneity, nutrition and
health affect the development of skeleton and teeth. However, the possibility that these factors may have substantial effects on certain populations and individuals cannot be excluded (see chapter 7.3). The tool provides a description of probable ages on the basis of the included scientific literature. In other words, the tool does not provide a definite answer for each unaccompanied, minor asylumseeker who is assessed.

The tool was developed using data from studies on healthy individuals. Disease, medical treatment and nutrition may influence the maturation of the skeleton. How great an influence a disease or disorder may have for the result has not been systematically surveyed in existing studies.

Poor nutrition and a number of diseases will have a negative impact on skeleton maturation, which could lead to a person being assessed as younger than their chronological age in an age determination based on hand radiographs. Medical conditions that may cause precocious skeletal maturation may lead to a person being assessed as older than their chronological age based on hand radiographs. The most common causes of this latter effect in the Western population are overweight/obesity and the use of some medications [12]. A number of rare diseases may also have effects of this nature. These are difficult to detect, even for medical specialists. Some studies suggest that less than 1 per cent of asylum-seekers may have a condition/disease that has a bearing on their biological age assessment [13, 14]. One of BioAlder's strengths is that it is based on two independent observations (one hand stage and one tooth stage) which are influenced by different factors [15].

Should there be any doubt as to whether a medical condition may have influenced the BioAlder results, we recommend that UDI obtain an assessment from a paediatrician on the possibility of disease that might accelerate skeletal maturation. We see the largest discrepancies suggesting accelerated skeletal maturation in the combinations given in Table 1.

| Gender | Demirijian's stage | GP skeletal age |
| :---: | :---: | :---: |
| Boys | A | 18 |
| Boys | A | 19 |
| Boys | B | 18 |
| Boys | B | 19 |
| Boys | C | 19 |
| Girls | A | 18 |
| Girls | B | 18 |

Table 1. Stage combinations with the largest discrepancies, which may indicate accelerated skeletal maturation.

The reports made by BioAlder for these rare combinations will contain a recommendation that the individual should be examined more closely.

### 5.3 User training

All those who are to use the tool in case processing must take a training course run by OUH. The course will also be open to others for whom it is of interest. OUH will organise day courses for executive officers as needed. The course will provide insight into the methods used in biological age estimation, research method and understanding of the statistical methods used in BioAlder, including the limitations and eventual discretionary decisions made in the development.

## 6 General information about biological age estimation methods

The biological age assessment systems of various countries are based on different methods [11, 16].
There is also considerable variation in the manner in which the same type of methods are employed. For example, for teeth examinations there are a number of different staging systems [17]. In addition, many operators combine the results of several staging systems into one overall estimate. Therefore, it is difficult to find two European countries that use the same methodology to carry out biological age assessments.

The most commonly used methods are based on studying skeletal and/or dental maturation [11, 16], mostly by taking radiographs of the hand and wrist and a panoramic radiograph (an orthopantomogram, or OPG for short) of all teeth. For most young asylum-seekers who are tested, only the wisdom teeth are not fully developed, and staging of these is therefore most widespread.

## The end-stage problem

Hand skeleton and dental maturation ends at a certain age when it is said that development has reached the end stage. In the case of the hand skeleton, this is when all growth zones are closed and signs of maturation end. The dental end-stage is when the root of the wisdom tooth is fully developed and closed. This end-stage will persist for the rest of the individual's life, and commences when the previous stage tapers off. Studies show different ages for these end-stages, and this variation may be a matter of real biological differences, but may also be due to weaknesses in the study design (e.g. age mimicry; see Figure 7). The data for end-stages in boys that we have included in the tool look like this:


The end-stage for boys in the GP atlas is stage 19 years.


The end stage for Demirjian's staging is H ; the curve above is for boys.

If the skeletal age is considered, where the chance of being in the end-stage is $50 \%$, this is about 18 years for boys according to our data, whereas the corresponding age for Demirjian's staging of wisdom teeth is around 21 years. In order to be able to use this stage in the model we have constructed, we have to set an upper age limit. Assumptions of this kind are a necessity for these methods and the tool we have constructed. The reasons for choosing an upper age limit are explained in Chapter 7.2.

Figure 2. The end-stage problem in age estimation based on maturation of hand skeleton and teeth

As both hand-wrist and wisdom teeth are fully developed in the late teens or early twenties, it is difficult to decide whether a person is over or under eighteen years old. This is called end-stage problem in this manual, and is explained in detail in Figure 2. Some countries therefore also perform an assessment of bones that mature later [11, 16]. The clavicle, in particular, is frequently imaged. Computed tomography (CT) is usually used for the purpose, but since this involves more radiation than an ordinary X-ray image, and the clavicle is located in an area close to glands and organs, the threshold for conducting this test is higher [13]. There are also limited data on clavicles, particularly with respect to regional differences [3]. Another example is Sweden, where magnetic resonance imaging (MRI) of the knee has been chosen as a basis for determining whether a person is over or under the age of eighteen [18, 19].

A problem common to methods based on the development of skeletons and teeth is that there is substantial variation in natural biological development [1, 2]. This will not vanish even if more research is done on the methods, since the variation is inherent in human biology. Another feature of the development of the hand-wrist skeleton and the third molar teeth is that it stops in the late teens or early twenties (end-stage problem, Figure 2), which presents challenges to making a model for determining whether a person is an adult or a child. Third molar teeth mature later than hand-wrist, meaning it has a later occurring end-stage, and are therefore more suitable as a basis for determining age in the range 17-19 years.

### 6.1 Age estimation based on radiographs of the hand

When radiographs are taken of the hand and wrist, they can be assessed in relation to a staging system that says something about the development of the skeleton (skeletal age, Figure 3). There are several such systems. In some, like the Greulich \& Pyle-atlas (GP-atlas), discretionary judgement is used to find the image that is most similar [20], while others are based on scoring predefined bones and their developmental stage and ending up with a total score that gives an age estimate (e.g. the Tanner and Whitehouse methods called TW1, 2 and 3) [21, 22]. The most widely used system, on which there are also most scientific publications, is the GGP-atlas. This is also the staging system for hand/hand wrist that we recommend using for age estimations in Norway.

## The Greulich \& Pyle atlas

"The Radiographic Atlas of Skeletal Development of the Hand and Wrist" was first published in 1950, and is still one of the most widely used reference standards for assessing skeletal age. The atlas consists of reference pictures of girls and boys separately, and extends from birth up to 18 years for girls and up to 19 years for boys. Alongside each picture is a skeletal age and a description of important changes that can be observed for this skeletal age. The way the method works in practice is that the person assessing the X ray image finds the image in the atlas that it most closely resembles.


Figure 3. The Greulich \& Pyle-atlas. The grading system used for skeletal development that is recommended for age assessment in Norway, is the Greulich \& Pyle-atlas.

The GP atlas was originally developed to determine whether an individual of a known chronological age had skeletal development that was within the normal range. This is described in tables V and VI in the atlas [20]. The tables are structured in such a way that the included individuals are first grouped according to chronological age (for example all boys aged 16) and the results of their estimated skeletal age are reported groupwise as the mean and standard deviation of skeletal age. These results are not directly transferable to a situation where one wants to do the opposite: estimate an unknown chronological age on the basis of skeletal development. In other words, chronological age cannot be read off directly from the GP atlas.

A number of studies have examined the relationship between the developmental stages of the skeleton and chronological age. See in Part 7.1 for further details.

### 6.2 Age estimation based on dental radiographs

Dental development is estimated by means of various systems on the basis of the development of the crown and roots of teeth. The various staging systems have different numbers of stages, and therefore cannot be compared to each other. Examples of staging systems are Demirjian (Figure 4), Goldstein and Tanner from 1973 (8 stages denoted A to H) [23] and Hunt and Gleiser from 1955 (15 stages) [24]. There are several variations of the latter, such as Moorrees et al., 1963 (14 stages) [25], Haaviko et al., 1970 (12 stages) [26] Kullmann et al., 1992 (7 stages) [27] and Köhler et al., 1994 (10 stages) [28].

## Demirjian's staging of wisdom tooth formation

Demirjian's staging has the best scientific documentation and has therefore been chosen as the staging system we recommend using in Norway for wisdom teeth. We have chosen to use the left wisdom tooth in the lower jaw (denoted 38), as there is most scientific documentation for this tooth. The figure below shows an outline of Demirjian's tooth formation stages, which are divided into eight stages, A-H, the first four being crown formation stages and the last four root formation stages. The way the method works in practice is that the person assessing the radiographs finds the stage that best describes the wisdom tooth in the radiographs of the individual being assessed.


Figure 4. Demirjian's staging of teeth (molars). BioAlder uses Demirjian's grading of teeth in the model.

A number of studies have examined the relationship between the formation stages of wisdom teeth and chronological age. See Part 7.2 for further details.

## 7 Studies that are used in BioAlder

The studies that are used in the development of BioAlder is based on the GP-atlas for skeletal development of the wrist and Demirjians grading of teeth. The methods and studies were evaluated in each of two systematic reviews in the period from February 2016 to mars 2017, as a collaboration with the Norwegian Institute of Public Health [1, 2]. The systematic reviews resulted in two peerreview publications [6, 7].

### 7.1 Studies on the hand and wrist

March 2017 saw the completion of a systematic review on the use of the GP atlas to estimate age followed by an international publication. Studies in this area normally present their results in one of two ways (Figure 5). Both assume a known chronological age and an observed skeletal age, or GPstage. The studies can therefore be mainly divided into two categories:
A) Studies that describe skeletal maturation: take chronological age as the starting point and present mean and variance of skeletal age (GP-stage) for each age group.
B) Studies that describe chronological age: take skeletal age (GP-stage) as the starting point and present mean and variance of chronological age for all individuals in the same skeletal stage collectively.


Figure 5. Two different ways of presenting the results in the studies comparing skeletal age and chronological age. A) Studies that group individuals based on chronological age and B) studies that group individuals after the evaluation of skeletal age.

In other words, the two methods of presentation have two different starting points: A groups individuals according to chronological age while B groups them according to the result of estimated skeletal age before the results are presented. As all articles report results groupwise as mean and standard deviation, it is not possible to simply "back-calculate" to a chronological age for each individual in the studies that describe skeletal age. The two approaches are not directly comparable, and two separate analyses were therefore made in the systematic review of the articles that had the two different approaches.

A meta-analysis was performed for the articles with approach A (15 articles). The main finding was that the consistency between skeletal age and chronological age was relatively good for modern populations, where the difference was seldom more than one year at group level.

There were only four articles on approach B. Three of them had an included population that was not evenly distributed age-wise, and when the data is processed, the results reflect this, a phenomenon called age mimicry (Figure 7). We were therefore left with one study using approach B (Chaumoitre 2016, Figure 6) that had more reliable results. This particular study is a relatively large study with an unspecified multi-ethnic population in Marseille. Thus, it is a well-executed modern study of a population of mixed ethnic origin.

## Chaumoitre et al. 2016

Chaumoitre et al. (2016) was the only study included in our systematic review whose aim was to show how chronological age was distributed using the pictures in the GP atlas, and had additionally included a population that was relatively uniformly distributed by age. From the illustration below we see the age distribution of the included population of boys. The study included many individuals with non-specified multi-ethnic background. Chronological age in whole years along is given on the $x$ axis and number of individuals on the $y$ axis.


When the included population is large and the age composition even, the results are more reliable for showing directly how chronological age is distributed for each skeletal age. The results of Chaumoitre 2016 are shown in the figure below with the mean (central point), one standard deviation on each side (square brackets) and a $95 \%$ confidence interval for the population mean (parentheses). Skeletal ages are given vertically on the left and chronological age horizontally at the top.


Figure 6. From Chaumoitre et al., 2016 [29]

### 7.2 Studies on the staging of wisdom teeth formation

In total, we found 21 relevant studies using Demirjian's staging of wisdom teeth, all published after 2005. They were from 15 different countries, spread across all continents except Australia. The studies presented mean age with standard deviation for the participants in each formation stage. The mean chronological age for the different tooth formation stages varied considerably across studies. In the
systematic review, we found that the results were strongly affected by the age group selected and the number of individuals in each age group. This bias has previously been described as age mimicry (Figure 7), and the result is that the mean age and standard deviation for each stage strongly reflect the manner in which the participants in each age group were selected, and the age range of the participants. Only a few of the studies were conducted in such a way that they provide an adequate description of the method's ability to estimate age. Because of the differences in the study design, we were unable to combine the studies in a meta-analysis and therefore also unable to reach conclusions as to whether there are differences in the formation of wisdom teeth among populations from different regions.

## Age mimicry

On the right is one type of dental study results table, slightly simplified. In this table, four dental stages are labelled with letters at the top, and the ages are given horizontally on the left. The tables themselves show how many individuals from each chronological year were assessed for the four dental studies. We call this presentation a frequency table.

|  | A | C | E | G |
| :--- | ---: | ---: | ---: | ---: |
| 7 | 1 | 0 | 0 | 0 |
| 8 | 11 | 2 | 0 | 0 |
| 9 | 21 | 4 | 0 | 0 |
| 10 | 22 | 13 | 0 | 0 |
| 11 | 5 | 37 | 0 | 0 |
| 12 | 2 | 41 | 1 | 0 |
| 13 | 1 | 25 | 5 | 0 |
| 14 | 1 | 11 | 10 | 0 |
| 15 | 1 | 2 | 13 | 5 |
| 16 | 0 | 0 | 18 | 9 |
| 17 | 0 | 0 | 11 | 18 |
| 18 | 0 | 0 | 7 | 25 |
| 19 | 0 | 0 | 3 | 17 |
| 20 | 0 | 0 | 1 | 7 |
| 21 | 0 | 0 | 0 | 5 |
| 22 | 0 | 0 | 0 | 4 |

These results can also be presented as a three-dimensional bar diagram in which the stages are marked with different colours. The height of each bar represent the number of individuals with a certain tooth stage.


The effect of age mimicry can be demonstrated by changing the number of included individuals of a certain age. If 30 individuals aged eighteen are added, the bar diagram will change for eighteen-year-olds. We see in the diagram that this is strongly reflected in the stages marked yellow and brown. If one publishes these results directly, and gives the mean and standard deviation for each stage, we see how the data 'mimic" the included population. This is why this bias is called "age mimicry".


## How to solve the problem?

One way to solve age mimicry is to look at the distribution of individuals "the other way round": i.e., not to describe the age for each stage, but rather to describe the distribution of stages on the basis of chronological years. We therefore want to look more closely at the distribution marked in green on the illustration on the right. If we additionally say that the sum of the columns on the right must be one (i.e. we normalise), then this presentation will not be subject to "age mimicry".


Figure 7. Age mimicry in studies of biological age assessment. The figures explains the concept of age mimicry, where the age distribution of the included study population will affect the mean and standard deviation.

### 7.3 Regional differences

### 7.3.1 Development of the hand skeleton

The systematic review of the hand-wrist studies indicates that there may be differences of more than one year between populations from different parts of the world, but that differences that large are rare [1]. A study based on automated measurement of hand-wrist radiographs (BoneXpert software) shows similarly [30], that there may be up to a year's difference on average for studies from different parts of the world. It is not clear, however, whether these variations are due to regional genetic differences, or factors such as dietary and environmental variations. There are also many populations in the world that have not been studied. Mapping of the regional differences would have demanded a very extensive project, and mapping the causes of such differences would be very challenging, as the variation might be the result of multiple and partly unknown factors.

### 7.3.2 Formation of wisdom teeth

The study material on teeth (Demirjian's staging of wisdom tooth development) is limited, as most of the studies we identified in our systematic review [2] had an included population that was skewed with respect to age, leading to age mimicry (Figure 7) and unreliable results. We therefore ended up with just a few studies that could be used.

The studies Lee 2009 [31], Li 2012 [32] and Johan 2012 [33] have a generally good study design (Table 2). It may be argued that the results of these studies are not representative of other regions and populations. At the same time, we see just as wide a variation among the results of these studies as we find by comparing them with a study from Botswana, which also has a reliable study design [34]. A well-conducted study by Liversidge et al. [35] shows small differences in the timing of third molar development among different populations and suggests that using statistical analysis and datasets avoiding age mimicry are more important than population specific reference data.

| STUDIES, Country | Stage F <br> (mean) | SD | Stage G <br> (mean) | SD |
| :--- | :---: | :---: | :---: | :---: |
| Lee 2009, Korea | 16.70 | 1.40 | 18.60 | 1.60 |
| Li 2011, South China | 18.00 | 2.50 | 19.20 | 2.20 |
| Johan 2014, Malaysia | 17.03 | 1.40 | 19.03 | 2.03 |
| Cavric 2016, Botswana | 16.60 | 1.56 | 18.30 | 1.57 |

Table 2. The Table shows mean age and standard deviation (SD) for Demirjian's stages F and $G$ of the third molar in four well-designed studies.

### 7.3.3 Conclusion

Any regional differences in skeletal and tooth maturation may have a variety of causes, like hereditary factors (regional genetic heterogeneity) or external factors (diet, climate etc.). Many studies indicate that such regional differences exist in the maturation of both skeleton and teeth. These studies often have heterogeneity in the study design or in the way of reporting results, making them difficult to compare in order to create an overall picture. Age mimicry (Figure 7) may explain the inconsistent results that have been attributed to regional differences. Thus, it is not clear how much regional differences affect the results. The effect of eventual systematic differences in staging in the different studies is not fully investigated.

### 7.4 The situation after the systematic reviews

One of the objectives of the systematic reviews we conducted was to acquire up-to-date data with which to make a new age estimation system. It was therefore disappointing to be left with considerably fewer usable studies than we had expected. On the other hand, we gained insight into the challenges presented by study design, and this gave us a good starting point for working towards a solution. All studies reported their results groupwise, and many of them were biased by age mimicry (Figure 7). In order to use the information in these studies, we initiated a project that uses statistical modelling to produce data in an entirely new way.

## 8 Statistical modelling of data from included studies

### 8.1 Purpose

The purpose of the work we have carried out is to obtain the most complete picture possible of what the different stages in the Greulich \& Pyle atlas and Demirjian's staging of wisdom teeth tell us about chronological age. It is usual to describe how chronological age is distributed for each stage. In order to understand any regional differences, we have to include studies from different parts of the world. The more observations we can obtain from different geographical regions, the more we can assume that the method will be capable of estimating the chronological age of individuals with different backgrounds. In order to construct a model of this, we primarily wanted individual data: chronological age and stage for every single individual. By using data in this format, we can take account of the effect of age mimicry (Figure 7). We received some datasets with individual data from authors that we contacted directly. In addition we began considering whether mathematical modelling could produce data of this kind from the other studies, where the data are available only at group level. We therefore found eligible studies in the search results from the two systematic reviews. In addition, we have carried out searches in PubMed to identify new publications.

Our aim was to say something about how chronological age is distributed at different stages, calculate a prediction interval for age and a probability that an individual is under a given age limit (for more information about this, see Figure 13).

### 8.2 Studies that can be used for modelling

The hand and teeth studies consist of empirical data (observations) that have the same basic format: all individuals have a known chronological age and an observed developmental stage. This is recorded for each individual. If, for the sake of simplicity, we say that there are only four stages, numbered with the Roman figures I-IV, a hypothetical dataset consisting of 20 individuals might look like the data in Table 3

| Individual | Chronological age | Stage |
| :---: | :---: | :---: |
| 1 | 9.2 | I |
| 2 | 10.7 | I |
| 3 | 10.9 | I |
| 4 | 11.3 | II |
| 5 | 11.5 | I |
| 6 | 12.3 | II |
| 7 | 12.8 | I |
| 8 | 13.1 | II |
| 9 | 13.7 | II |
| 10 | 13.7 | II |
| 11 | 14.5 | III |
| 12 | 15.3 | II |
| 13 | 15.7 | III |
| 14 | 16.2 | III |
| 15 | 16.9 | IV |
| 16 | 17.5 | IV |
| 17 | 17.6 | III |
| 18 | 18.1 | IV |
| 19 | 18.6 | IV |
| 20 | 19.4 | IV |

Table 3. Example of a hypothetical dataset with four different stages.

Demirjian's staging of teeth contains only eight stages, indicated by the letters A-H [23]. The Greulich \& Pale atlas for the hand skeleton contains more stages (one stage for each year, and sometimes also semi-annual images), and each stage is given an age in years [20]. This makes it possible to assign a "skeletal age" to each individual, and thus obtain a numerical system for both chronological and skeletal age. This is also in contrast to Demirjian's staging of teeth, where letters are used to denote stages and thus there is no "tooth age".

As described above, the studies yield the overall results in different ways (Figure 8). The data formats we were able to continue working with are in four formats (called types 1-4).

## Data formats included in BioAlder

Type 1 data in individual-based format
Type 1b individual-based data taken from point-plots in published studies
Type 2 frequency table with number of individuals for each stage within each whole year
Type 3 tables with data on means and standard deviations of chronological age for given stages (skeletal age or tooth formation stage)
Type 4 tables with data on means and standard deviations of chronological age and skeletal age within each whole year

Figure 8. Data formats for the studies included in the development of BioAlder.

### 8.2.1 Type 1 data

Type 1 data is the optimal data format to be used in BioAlder, in which exact chronological age and stage are given for each individual. This is typically a list, with the data for each individual on the individual rows (Table 4).

| Gender | Chronological age | GP stage |
| :---: | :---: | :---: |
| $\mathbf{1}$ | 12 | 11,5 |
| $\mathbf{1}$ | 14,1 | 14 |
| $\mathbf{0}$ | 11 | 11 |
| $\mathbf{0}$ | 13 | 13 |
| $\mathbf{1}$ | 14,3 | 14 |
| $\mathbf{1}$ | 10,1 | 11 |
| $\mathbf{0}$ | 11,9 | 13 |
| $\mathbf{0}$ | 12,8 | 13 |
| $\mathbf{0}$ | 10 | 10 |
| $\mathbf{1}$ | 13,9 | 13,5 |
| $\mathbf{1}$ | 12,5 |  |

Table 4. Example on type 1 data.

### 8.2.2 Type 1b data

Type 1 b data is data points for every individual (known chronological age and observed skeletal age) collected from plot points of international publications where we have not been able to access Type 1 data from a table (Figure 9). We have used software in order to locate the points of the plots and extract the data. The challenge with this type of data is that points lying on top of each might not be included because the software does not recognize them.


Figure 9. Example from Zabet et al. 2015 (36) on point-plot that Type 1b-data is collected from.

### 8.2.3 Type 2 data

In the Type 2 data format, the numbers of individuals for each whole chronological year who were assessed for each stage are given (Table 5). These tables show the stages horizontally at the top and chronological age vertically in the left-hand column. The challenge with this type of data is that chronological age is only given in whole years.


Table 5. Example of type 2 data, where data is collected from a frequency table.

### 8.2.4 Type 3 data

Studies with results in this format take a skeletal age or one tooth stage as their starting point and show means and standard deviations (SD) of chronological age for all individuals in the same skeletal (or tooth) stage collectively (Table 6). We thus know the exact skeletal age or tooth stage age of each individual, but the chronological age for each individual is not specified.

| SA | Size | CA_mean | CA_SD |
| :--- | :--- | :--- | :--- |
| $\mathbf{1 0}$ | 75 | 10.42 | 1.18 |
| $\mathbf{1 1}$ | 58 | 11.09 | 1.11 |
| 11.5 | 54 | 11.71 | 1.16 |
| $\mathbf{1 2 . 5}$ | 50 | 12.28 | 1.12 |

Table 6. Example of type 3 data.

### 8.2.5 Type 4 data

Studies with results in this format take chronological age as their starting point and present the mean and standard deviation (SD) of skeletal age for each group of whole chronological years (Table 7). In addition, the correlation (Pearson) between skeletal and chronological ages is given. Here we know neither the skeletal age nor the chronological age of the individual. We have included this type of data for the hand skeleton only.

| Size | SA_mean | SA_sd | CA mean | CA_sd | Corr |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| 15 | 9.66 | 1.27 | 10.23 | 0.29 | 0.17 |
| 12 | 11.08 | 0.65 | 11.49 | 0.28 | 0.13 |
| 10 | 12.01 | 0.56 | 12.2 | 0.15 | 0.69 |
| 11 | 13.04 | 0.58 | 13.37 | 0.22 | 0.71 |
| 11 | 13.98 | 0.3 | 14.42 | 0.28 | 0.75 |

Table 7. Example of type 4 data.

### 8.3 Modelling individual data

To be able to use the different types of data into BioAlder, we used well-known mathematical methods to model data that was not type 1 or 1 b data, so that we got stage and chronological age for all the individuals used in the tool. Modelling of individual data is described in the appendix, part A.4.

### 8.4 From individual data to probabilities

With the aid of individual data that we have collected and/or generated from group data as described above, we can construct a distribution of the probability that individuals of a given chronological age will be in the different stages (this is also described in the appendix, part A.2). One way of modelling this is to consider a particular age segment and look at the percentages of the individuals who fall within different stages. We have illustrated modelling of this kind in Figure 10 with the different stages in different colours.


Figure 10. Proportion of individuals (boys) in BioAlder (for given whole chronological ages) who fall into the different tooth stages. The stages are shown in different colours.

With this tool, we want to be able to specify age with greater precision than just whole years. To achieve this, we use a regression model called a "transition analysis" model [36]. This model will give the data a smooth functional fit. An important assumption for this type of model is that the stages are ordered when age increase: First comes the first stage, then the next, etc., and finally an end stage that marks it as the final stage in the method's system. What is special about this model is that it allows for the fact that "the last stage never ends", i.e. there is the same probability of being in the last stage whether you are 25 or 50 years (given that the other stages are completed). In Figure 11, we see an example of such a model. Here we see that the probability of being in a stage is a function of age adapted to the data. In order to check whether this model fits with the data, we need to check that the model is consistent with the observations directly (see Figure 11, for example). For more information on the resulting models and model validation for the tool, see part A. 2 of the Appendix.


Figure 11. Proportions of boys that fall into the different stages for a given chronological age (uneven curves). Each age segment spans one year from 7 to 27 years old.

### 8.5 Distribution of chronological age given observed stage

Until now, we have only described the stage probability for given chronological ages. Our real objective, however, was to describe how chronological age is distributed for a given stage. In other words: if an individual has a GP stage and/or a Demirjian stage, what is the probable chronological age of this individual? We can describe this with the aid of Bayes' theorem to describe the age distribution for the observed stage.

## Age distribution for stage $=$ Probability of stage (age) * assumed age distribution * constant

Bayes' theorem is a commonly used mathematical method that gives us the probability for something to happen, given something else, for example age, given stage.

This enables us to produce the results for the two methods. The "constant" in the above formula is a numerical value such that the area of the age distribution for a given stage is equal to one. In the tool, we assume a uniform age distribution. We have described this in the appendix, part A.7, paragraph 9.2.

### 8.6 Combination of hand and tooth

Because of the wide biological variation that is reflected by the methods, it is desirable to combine the hand and tooth stages of individuals in order to obtain a more precise estimate of chronological age. Gelbrich et al., 2015 [15] shows that there is no relationship between the age estimation errors by means of the hand-wrist and the third molar tooth of the same individual, and we can therefore
assume that the two methods are independent for a given chronological age. In practice, this means that we can multiply the chronological age distributions for the two methods together to obtain a joint distribution of chronological age based on a tooth formation stage and a hand skeletal age combined (Figure 12). This naturally presupposes that radiographs for these two methods are taken at approximately the same time. This is described in more detailed in the appendix, part A.8.

If the two developments (hand and teeth) were dependent on each other, the situation would be different. In section A.8.1 in the appendix, we illustrate the great significance a moderate dependence on the combined age distribution.


Figure 12. The figure shows how the distributions arrived at using the two methods are combined if they are assumed to be independent of one another for a given chronological age. For each given chronological age, the values of the functions for hand and tooth respectively are multiplied together, and then the multiplied function is normalised to have an area of one.

## The statistics underlying the results generated by the tool

BioAlder results are based on distributions that describe the spread of chronological age for a given observed stage. For example, this may be a normal distribution where the most probable age is the mean (average). Other more probable values will be close to this mean, and less common values will be far from the mean.

A $95 \%$ prediction interval $[x, y$ ] for age means that if a population that is representative of the population upon which the tool was developed were tested, we would expect the age of $95 \%$ of the individuals to fall within this interval (i.e. be between $x$ and $y$ years old). This interval is marked black in the illustration on the right. $2.5 \%$ of the individuals will fall outside into the area field to the left (i.e. be less than x years old) and the remaining 2.5 per cent outside in the white area to the right (i.e. be more than y years old).

If a lower safety margin is specified, for example $75 \%$, the prediction interval will be narrower. As the distribution graph is curved, and we are interested in the area below the graph, it is clear that the $75 \%$ interval is considerably narrower than the 95\% interval.

If we want to specify how large a percentage of individuals is expected to lie below a given age limit, e.g. 18 years, we can look at the area under the distribution curve up to this given limit. This is illustrated in the figure on the right.


18 år

Figure 13. The statistics underlying the results generated by BioAlder.

## 9 Results used in BioAlder

### 9.1 Overview of studies used in BioAlder 1.3b

The underlying data for hand are based on the studies in Table 8.

| Format | Reference | Boys | Girls | Country | Age span |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Type 1 | Saadé 2017 [37] | 115 | 129 | Lebanon | 9-16 |
| Type 1 | Santos 2011 [38] | 136 | 94 | Portugal | 12-20 |
| Type 1 | Van Rijn 2001 [39] | 178 | 197 | Netherlands | 9-20 |
| Type 1 | Zafar 2010 [40] | 165 | 64 | Pakistan | 7-18 |
| Type 1 | Tise 2011 [41] | 359 | 126 | Italy | 11-19 |
| Type 1 | Alcina 2018 [42] | 312 | 293 | Spain | 7-19 |
| Type 1 | Yilmaz 2018 [43] | 333 | 379 | Turkey | 10-15 |
| Type 1b | Buken 2007 [44] | 231 | 219 | Turkey | 11-19 |
| Type 1b | Hackman 2013 [45] | 145 | 0 | Scotland | 8-20 |
| Type 1b | Haiter-Neto 2006 [46] | 115 | 105 | Brasil | 7-15 |
| Type 1b | Kim 2015 [47] | 60 | 40 | South Korea | 7-12 |
| Type 1b | Paxton 2013 [48] | 112 | 67 | Australia | 7-18 |
| Type 1b | Schmidt 2007 [49] | 172 | 0 | Germany | 8-18 |
| Type 1b | Zabet 2015 [50] | 98 | 87 | France | 10-19 |
| Type 3 | Chaumoitre 2016 [29] | 886 | 673 | France | 7-20 |
| Type 4 | Bala 2010 [51] | 59 | 59 | India | 10-14 |
| Type 4 | Cantekin 2012 [52] | 259 | 351 | Turkey | 10-17 |
| Type 4 | Chiang 2005 [53] | 141 | 70 | Taiwan | 10-17 |
| Type 4 | Griffith 2007 [54] | 281 | 105 | China | 10-18 |
| Type 4 | Koc 2001 [55] | 185 | 0 | Turkey | 10-17 |
| Type 4 | Mohammed 2015 [56] | 270 | 270 | India | 10-18 |
| Type 4 | Nahid 2010 [57] | 32 | 45 | Iran | 10-14 |
| Type 4 | Patel 2015 [58] | 56 | 60 | India | 10-16 |
|  | Total | 4700 | 3433 |  |  |

Table 8. All hand-wrist studies included in BioAlder. The studies are listed with data format, number of included individuals, country and age range of the included population.

The underlying wisdom tooth data are based the studies in Table 9.

| Format | Reference | Boys | Girls | Country | Age span |
| :--- | :--- | :---: | :---: | :--- | :---: |
| Type 1 | Cavric 2016 [34] | 763 | 907 | Botswana | $7-23$ |
| Type 1 | Malta dataset [59, 60] | 553 | 650 | Malta | $8-24$ |
| Type 1 | Saadé 2017 [37] | 113 | 119 | Lebanon | $9-16$ |
| Type 1 | Jayaraman 2016 [61] | 682 | 617 | China | $8-24$ |
| Type 1 | Knell 2009 [62] | 591 | 669 | Switzerland | $15-22$ |
| Type 1 | Hegde 2016 [63] | 410 | 267 | India | $7-16$ |
| Type 1 | Yilmaz 2018 [43] | 70 | 92 | Turkey | $10-15$ |
| Type 2 | Lee 2009 [31] | 786 | 964 | South Korea | $7-24$ |
| Type 2 | Johan 2012 [33] | 540 | 539 | Malaysia | $14-25$ |
| Type 2 | Duangto 2017 [64] | 872 | 983 | Thailand | $8-23$ |
| Type 2 | Li 2012 [32] | 648 | 760 | China | $7-23$ |
| Type 2 | Liu 2018 [65] | 963 | 1148 | China | $8-23$ |
| Type 2 | Marrero-Ramos 2020 | 27 | 75 | Spain | $13-27$ |
|  | Total | 7018 | 7790 |  |  |

Table 9. All wisdom tooth studies included in BioAlder. The studies are listed with data format, number of included individuals, country and age range of the included population.

All references of data format type 1 are individual data we have received from authors we have contacted. After contacting dozens of authors, we were given access to seven datasets for hand and eight for teeth. The hand datasets correspond to the included population in the published article in question, and we have therefore referred to the article in Table 8. Some of the individual-based datasets for teeth do not represent a single publication. We therefore call them "datasets" with appurtenant geographical area in Table 9.

### 9.2 Choice of age distribution

When we use Bayes' theorem to predict the age for a given stage, an age range and - distribution of the individuals included in the model must be assumed in advance. This is comparable to the way the age range and - distribution of individuals to be included in a study must be pre-defined. Because we do not know the real chronological age for the individuals that are tested with BioAlder, we assume that the ages are evenly distributed between an upper and lower defined age. This implies that it is equal chance to be any of the defined ages before testing. This assumption is called a "prior".

We have tested how different prior assumptions, for example a normal distribution around 17 or 18 years old, would have affected the prediction, to ensure that the choice of an even prior would not be unfavorable. This is explained in more detail in the appendix, part A.7.

The lowest chronological age of the age prior is set to seven to make sure that all tooth stages were included in the data. The specification of the upper chronological age limit would have a practical impact for the ages around 18 years. Specifically the age 18 years is important since the primary priority for the tool is to reduce the possibility that children are assessed as adults, i.e. the type I error. Table 10 presents an overview of the defined upper ages for the different methods and genders.

|  | Hand | Tooth | Combined |
| :---: | :---: | :---: | :---: |
| Boys | 20 | 20.5 | 20.5 |
| Girls | 19 | 21 | 21 |

Table 10. Overview of the upper ages (in years) defined for the assumed age distribution for the different methods and genders

The probability for a certain chronological age in the last stages is partially defined by the upper age limit. See Figure 14 for an example of how the given upper age will affect the prediction intervals. Knell et al. [62] and Olze et al. [67] used the age defining the $50 \%$ probability of being in the last stage to bypass this difficulty. Roberts et al. [68] and Lee et al. [31] suggested specifying the upper age limit as the age where the second last stage on tooth ends, so that the complete age distributions, except for the last stage, are described. The choice of the upper age limit for the hand method does not have much impact on the type I error (see also Bleka et al. [9]). Hence, for the hand method we defined the upper age limits as the ages where the second last stage ends: 20 years for males, and 19 years for females. Following a similar strategy for the tooth method gave the age limits 23/25 years for males/females, because the age distributions at stage $G$ have relatively long tails. When we compared this model with the Swiss- and the Botswana dataset, we obtained a high risk of type I error when observing the last stage (i.e., stage H). To reduce this risk we instead decided to define the upper age limit to be the age defining the $50 \%$ probability of being in the last stage. We used this definition for both the tooth and the combined method, since the age distributions for the combined method are similar to the tooth method for the last stages. Based on our fitted stage probability models we found that for males, this was 20.5 years for tooth and 20.5 years for the combination (rounded to closest half year), whereas for females this was 21 years for tooth and 21 years for the combination. A natural consequence of this upper age definition is that it removes information about the ages beyond the upper age limit, which mainly affects the distribution of CA for the latest stages. However, the effect
is limited by the fact that the last stages are only described by their lower values in the output of BioAlder, and not as full distributions.


Figure 14. The figure shows how the prediction intervals (PI) vary for skeletal age 19 years combined with tooth stage $\mathbf{G}$ for different upper ages in the model. The given upper age is on the $X$-axis, and the chronological age on the $Y$-axis. For a given upper age on the $X$-axis, $75 \%$ (red) and $95 \%$ (black) intervals for chronological age can be read off with the aid of the lines and values on the $Y$-axis.

## 10 The future of biological age estimation

### 10.1 Image-based methods

Biological variation and uncertainty regarding the significance of regional differences for age estimation by means of hand and tooth radiographs make the methods imprecise. The natural biological variation is an inherent challenge for age estimation based on skeletal and tooth development, and more research or the introduction of other ways of staging development will not change this fact. When it comes to mapping regional differences, we would urge collaboration with researchers in this field, using all the existing data. We hope that the launch of BioAlder, attendance
at conferences and international publications will promote such a collaboration going forward. New studies on unstudied populations are also warranted.

### 10.2 DNA methylation

We have conducted investigations to find new and better methods of estimating chronological age in children and adolescents. The method that stands out as the most promising is DNA methylation.

DNA methylation changes with increasing age [69]. Several prediction models for estimating chronological age have been developed [69-73], but only a few have been optimised for an adolescent population. DNA methylation appears to have less biological variation and better resolution than skeletal and tooth maturation. Moreover, unlike skeletal and tooth maturation, DNA methylation has no end stage. Another advantage of DNA methylation is that international research activity in many fields is adding rapidly increasing amounts of knowledge and freely available data. Only a small quantity of blood or saliva is required for the analysis, and this makes the method more ethically acceptable in both research and practical use than today's radiological methods. OUH has developed a prediction model based on DNA methylation data for an adolescent population [74]. To validate this model, we have gathered and analysed samples from different geographical regions. This work is still ongoing.

## DNA methylation

DNA methylation changes in pace with change in chronological age, and theefore, several prediction models for estimating chronological age have been developed. However, none have been optimised for an adolescent population. We have conducted a pilot study based on datasets from research databases that cover ten different studies and 1000 individuals in relevant age groups (12-25 years old). The method appears to have less variation than the image-based methods that are used in BioAlder, and it has no endpoint. We need more data from different parts of the world, where there are variations in heritage and environment. This would enable validation of the method on different populations.

Figure 15. DNA methylation. DNA methylation is changed in pace with chronological age and might be used as a method for age-assessment in the future.
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## A. Statistical modelling

## A. 1 Purpose

The purpose of the work we have carried out is to produce the most complete picture possible of what the different stages in the Greulich \& Pyle (GP) atlas and Demirjian's staging of the (lower left) wisdom tooth tell us about chronological age. It is usual to describe how chronological age is distributed for each stage. By chronological age, we mean the time from birth until the radiograph was taken, expressed as number of days, for example. We call the stages in the GP atlas skeletal age (for the hand), and the stages of the tooth, tooth stages. For a further description of the stages, please see the manual.

In order to understand any regional differences, we have to include studies from different parts of the world. The more observations we can obtain from different geographical regions, the more justified we are in assuming that the method will be capable of estimating chronological age for individuals with different backgrounds.

Our aim with the BioAlder tool is to describe how chronological age is distributed at given stages in one of the methods hand, tooth, or hand and tooth combined. We want to use this distribution to calculate the $2.5 \%$ and $97.5 \%$ percentiles of the distribution, in order to define a $95 \%$ prediction interval for chronological age, or the probability that chronological age is under a given age limit (for example 18 years). Ideally, all studies found in the literature would have presented the distribution of chronological age at given stages in the form of a histogram, or the like. As mentioned previously, this might result in the selection bias known as age mimicry, which may strongly influence the results (see the manual for an explanation of this effect). To take account of this effect, it is therefore necessary to approach the problem from a different angle: to describe the distribution of the different stages for a given chronological age. This prevents the age mimicry effect as described in the manual. Figure 1 shows why this may be a sensible approach. This figure illustrates the fact that the approach that indicates the probability of being in different stages (for a given age) is not influenced by adding extra individuals of a given age. This is an important argument for why we want to build a probability distribution for the various stages for an individual's given chronological age.


Figure 1. The figure shows a 3D histogram that illustrates what happens when we include thirty extra 18 year-olds for two types of approach. The one horizontal axis represents the variable 'Chronological age' and the other the category variable 'Stage'. Figures (a) and (b) show the distribution of chronological age for given stages, while figures (c) and (d) show the probability of different stages, given chronological age. Figures (a) and (c) show the distributions before thirty 18 year-olds are included, while figures (b) and (d) show the effect after thirty 18 year-olds are included.

## A. 2 Modelling stage probabilities

In order to be able to construct a probability distribution for the various stages for a given chronological age, we assume a regression model of the form Stage probability = function of chronological age. The point of this model is to be able to say something about the possibility of being in one of the defined stages at a given age.

One way of using data to model this probability is to consider an age segment (for example all those between 10 and 11 years old) and see how many fall into different stages. Figure 2 shows an example
where stage probabilities are estimated as the proportions of individuals that fall into four different stages. We call this type of model a non-parametric model.


Figure 2. The figure shows the proportions of individuals (for given whole chronological ages) who fall into the different stages. The height of the column (of a given colour) indicates the proportion of individuals that fall into a given stage (black, red, green or blue). We can use these proportions to fit a probability model directly.

One challenge is that we want chronological age to be continuous, not discrete. We therefore consider a regression model that shows the probability of being in one of the defined stages at a given numerical age (not just whole years). An example of such a model is shown in Figure 3. The value on the $y$ axis indicates the proportion of all individuals aged within -0.5 and +0.5 years of the year given on the $x$ axis who fall into the different stages. We see here that the curves are very irregular and variable, a consequence of the variation in the proportions of individuals who fall into the different stages (for the whole-year age segments).

An alternative to looking at the direct, non-parametric approach of considering proportions is to assume a parametric transition model (1). This model will give the data a smooth function fit. An important assumption for this type of model is that the stages come in order: First comes the first stage, then the next, etc., and finally an end stage that marks it as the final stage in the method's system. What is special about this model based on skeletal and tooth-development is that it allows for the fact that "the last stage never ends", i.e. there is the same probability of being in the last stage whether you are 25 years or 50 years (given that the other stages are completed). In Figure 4, we see an example of such a transition model. Here we see that the probability of being in a stage is a "smoothed" function of age.

## Stage probability (given chronological age)



Figure 3. The figure shows the proportions of individuals of a given chronological age that fall into the different stages. An age segment spanning one year is considered, with mid-points considered at $7.00,7.01,7.02$ years etc. up to 22.00 years. The figures above the curves show the number of individuals for the closest (rounded off) whole year. For example, for age 16 on the $x$-axis, all individuals aged 15.5 to 16.5 years are considered. This is a total of 27 individuals. Here, $5 \%$ of these individuals fall into stages A and C, while $30 \%$ and $60 \%$, respectively, fall into stages E and G. The total of these proportions is 1.


Figure 4. The figure shows the directly observed proportions (uneven curves) together with the stage probabilities from a fitted transition model (smooth curves).

In order to check that this parametric model is consistent with the data, it should be checked that the transition model tallies with respect to the percentages of individuals that fall into different stages (check that these curves are consistent with one another).

It should be noted that it is not self-evident that the transition model is better than the empirical model in the prediction of new individuals, but as a rule a "simple" described model is most appropriate. That is to say, a model that is adapted with as few parameters as possible but that can still explain the data. Using the percentages of individuals in the various stages as a non-parametric model for stage probabilities can be regarded as a model with very many parameters, since a probability is assigned to each age segment that is moved. This is not the case for the transition model, which is a great advantage when it comes to describing the mechanism underlying the data.

In order to be able to use a transition model, we need information on chronological age (preferably on a date scale) and observed stage for each individual. Unfortunately, the studies do not publish these data. They are typically provided in summarised form: for example, the mean and standard deviation of skeletal age for groups of individuals in various age segments, mean and standard deviation of chronological age for given stages/skeletal ages. A major challenge in the development of this method has thus been to recreate the data for each individual, by means of an extra layer of modelling. This is essential to enable individuals from the different studies to be combined into a single model.

## A. 3 Combining studies

In this tool we assume that the individuals from all studies follow a common parametric transition model, and that the parameters for this model are the same across all studies. This means that we assume that the individuals in these studies come from the same population and have the same distribution. This enables any differences between the studies to be "smoothed over".

One objection to the defined model is that it does not make allowance for study heterogeneity, with the result that "outsider" studies can influence the final model to a greater extent than is the case for the underlying effect that is common to all studies. What is of importance to the common model is the information on the stages that the majority of individuals (of a given age) across the studies as a whole are in. A study with a large number of individuals with a certain type of development will thus have more weight than a study with a small number with a different type of development. See section A.5.1 for an overview of different transition models

## A. 4 Modelling of individual data

Table 1. The table is from the manual, and provides an overview of the different types of data format used by various relevant studies
Data formats included in BioAlder
Type 1

| Type 1b | data in individual-based format <br> individual-based data taken from point-plots in published studies <br> Type 2 |
| :--- | :--- |
| frequency table with number of individuals for each stage within each whole year |  |
| Type 3 | tables with data on means and standard deviations of chronological age for given <br> stages (skeletal age or tooth formation stage) <br> tables with data on means and standard deviations of chronological age and <br> skeletal age within each whole year |
| Type 4 | when |

In order to fit transition models, we need individual data with information about the stage and chronological age of all individuals in the studies included in the model. As mentioned previously, we do not have this information for many of the studies. In order to recreate this information, we therefore carry out an extra step of modelling of individual data. This is done slightly differently for hand and tooth, since they yield information about stage development (for groups of chronological ages) in different ways. Common to both is that we generate a dataset consisting of individuals with the same number of observations as in the tables (applies to Types 2-4). This dataset generation is iterated multiple times, to take account of the inherent uncertainty of not knowing the actual chronological age and development stage (tooth stage or skeletal age) of each individual.


Figure 5. The figure shows the steps from the data material whereby we can use model assumptions to generate a dataset with only individual data (from all the studies combined). A stage probability model (transition model) is first fitted for each dataset generated, and then results are calculated on the basis of this model. This is iterated 100 times in order to obtain a distribution for all the result statistics.

The uncertainty of not knowing the actual chronological age with appurtenant development stage is taken account of by iterating the generation of the complete dataset 100 times. Each time a transition model is fitted to form a basis for the result statistics, e.g. the probability of the chronological age being under 18 years for a given observed stage (see Figure 5). These 100 iterations generate a distribution of the various result statistics we are interested in. In section A.7.4: "Choice of results as a consequence of the fact that the data are generated", we explain further what we do to arrive at the results calculated by the tool. We will now provide a description of the modelling of individual data.

## A.4.1 Modelling of type 2 data

These data lacked only the exact chronological age of each individual. In order to recreate individual data for these studies, we assume that the individuals within a given age segment (e.g. 12 and 13 years) are uniformly distributed in this segment. In practice this means that we generate a chronological age that may have any value within this age segment with equal probability.

## A.4.2 Modelling type 3 data

For the studies that report results in this format, we lacked only the chronological age, as all individuals in the same group have identical skeletal age (or tooth stage). Each individual must be assigned a chronological age. These ages are assumed to be normally distributed, and the data give the means and standard deviations (CA_mean and CA_SD in table 6) which are used to assign chronological ages to all individuals in each of the rows in the table.

## A.4.3 Modelling type 4 data

Here we have neither the chronological nor the skeletal age of the individual, only grouped data. Skeletal age is defined in what we call discrete stages, which means that there are no values between the different stages (for example, an individual is either in the 17-year stage or in the 18-year stage). However, chronological age is a continuous scale where an individual can, for example, be 17.36 years old.

The data in Table 2 give only the mean (SA mean) and standard deviation (SA sd) for skeletal age, and these are used to define how the discrete stages are distributed:

Buken2007


Figure 6. Example of modelling of type 4 data.
This distribution of skeleton age is used in its turn to assign a skeletal age to each individual. These individuals must also be assigned a chronological age. These data are given as mean (CA mean) and standard deviation (CA sd) in Table 2, and we assume them to be normally distributed. We use the
correlation value from the tableto assign a chronological age to each individual with the value of the individual's specified skeletal age as the starting point (see Appendix part A.4.2 for more information).

The specified chronological and skeletal ages for a row in a table of the study (Buken 2007) (2) are illustrated in Figure 7.

Buken2007
Gender $=$ M Size $=27 \mathrm{CA}=17.4(0.32) \mathrm{SA}=18.35(0.87)$


Figure 7. Example of generating 27 random individuals for the age group boys 17 years old for Buken 2017.
This method is applied to all the rows for all the study tables generating a dataset containing information of the skeletal and chronological age for each individual, whom the tables are based on.

## A.4.4 Modelling of tooth data (type 2)

As described in the manual, there are only seven datasets that provide complete tooth data for individuals (Type 1). We received these data from other research communities, and have consent to use them. Six studies contain tables (Type 2) showing how many individuals in a whole-year age segment fall into the different tooth stages. In order to recreate individual data for these studies, we assume that the individuals within a given age segment (e.g. 12 and 13 years) are uniformly distributed in this age segment. In practice this means that we generate a chronological age that may have any value within this age segment with equal probability.

## A.4.5 Modelling of hand data (Types 3 and 4)

As stated in the manual, the formats for hand data are of four different types: Individual-based (Type 1), extracted plot points (Type 1b), age distribution for observed skeletal ages (Type 3) and distribution of skeletal age for segments of whole chronological years (Type 4). For Type 3 we assume that the chronological ages of the individuals in the study are normally distributed for the given skeleton stages, with expectation and standard deviations as given directly by the tables in the articles.

In the case of Type 4, no information on the actual skeletal and chronological ages per individual are given. We therefore have to make extra model assumptions in order to recreate these data. As stated in the manual, Type 4 data are specified as shown in Table 2. The individuals for a study are first grouped according to chronological age, and then the whole group's skeletal age is presented as mean and standard deviation. In order to recreate the skeletal and chronological ages for a given row in Table 2, we first fit a model for the skeletal ages and then assume a model for chronological age given skeletal age. We make use of the fact that we know the correlation coefficient (Pearson).

Table 2. The table shows a section of the information specified for Type 4 data (for the study Buken 2007). The data provided are the mean and standard deviation of both skeletal age (SA_mean and SA_sd) and chronological age (CA_mean and CA_sd) with Pearson's correlation coefficient (Corr) for groups of individuals (of number Size) segmented on whole chronological years (Age).

| Stuly | Age | Size | 15A.mean | 5A.ad | CA mean | CA.sad | Corr |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Buken20.07 | 15 | 26 | 16.39 | 156 | 15.5 | 0.3 | 0.027 |
| Buken207] | 16 | 32 | 17.46 | 1.19 | 16.49 | 0.29 | 0.498 |
| Buken 2007 | 17 | 27 | 18.35 | 0.87 | 17.4. | 16.32 | 0.458 |
| Buken20107 | 18 | 18 | 18.44 | 119 | 18.47 | 6. 29 | 0.230 |
| Buken 20107 | 19 | 23 | 18.95 | 0.2 | 19.43 | [6.29 | 0.296 |

## Step 1: Model assumption for skeletal age:

Note that we know only the mean and standard deviation of the discrete variable skeletal age. Because the latter is discrete, we fit a discrete model to it, which results in a probability for each of the skeletal ages. We calculate these probabilities as follows:

We assume a continuous normal distribution for the "underlying" distribution of skeletal age (prior to discretisation), assumed to be defined from skeletal age zero years. We then consider all the discrete skeletal ages that are defined in the GP atlas (see Table 3 for a subset of these). All the studies grade skeletal age on the basis of this atlas. To arrive at the probability of, for example, the discrete stage " 17 ", the area under the normal distribution from 16.5 to 17.5 years is calculated. This is done for all the discrete skeletal ages such that a discrete model of skeletal age is constructed. We fit the discrete model so that the expectation and standard deviation of the model are equal to the empirical mean and standard deviation of skeletal age for a given row in the study table (see Figure 6. Example of modelling of type 4 data. See Figure 8 for an illustration in which row 3 of Table 2 is considered).

Table 3. The table shows the defined skeletal ages (from 5 years) from the Greulich \& Pyle Atlas for both genders.

| Boys | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 11.5 | 12.5 | 13 | 13.5 | 14 | 15 | 15.5 | 16 | 17 | 18 | 19 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Girls | 5 | 5.75 | $6+5 / 6$ | $7+5 / 6$ | $8+5 / 6$ | 10 | 11 | 12 |  | 13 | 13.5 | 14 | 15 |  | 16 | 17 | 18 |  |



Figure 8. The left-hand plot shows how a continuous "underlying" normal distribution of skeletal age is adapted such that the discrete distribution of skeletal age has the same expectation and standard deviation as given in the table. The right-hand plot shows an adapted probability model of skeletal ages. The example is taken from Buken 2007 (2) (age 17 years).

## A.4.5.1 Mathematical description of Type 4 model

The model we have described is a "continuous latent response variable": Here we assume that the observed discrete skeletal ages are actually a categorised version of an unobserved (latent) continuous variable $X$. We assume this variable to be normally distributed with the unknown parameters expectation $\mu$ and standard deviation $\sigma$.

$$
X \sim N\left(\mu, \sigma^{2}\right)
$$

The probability of observing skeletal age $s$ is then defined by using the cumulative distribution of $X$, $F_{X}$, where $s^{+}$is the defined skeletal age after $s$, while $s^{-}$is the defined skeletal age before $s$ (see Table 3). The interval we consider for a given skeletal age $s$ is $\left[\frac{s+s^{-}}{2}, \frac{s+s^{+}}{2}\right]$, which gives the probability:

$$
P(S=s \mid \mu, \sigma)=F_{X}\left(\frac{s+s^{+}}{2}\right)-F_{X}\left(\frac{s+s^{-}}{2}\right)
$$

Note that $F_{X}\left(\frac{s+s^{+}}{2}\right)=1$ for the last defined skeletal age and $F_{X}\left(\frac{s+s^{-}}{2}\right)=0$ for the first defined skeletal age. We fit the probability model for the discrete skeletal ages $(P(S=s)$ ) by choosing the parameters $\mu$ and $\sigma$ such that

$$
E[S=s \mid \mu, \sigma]=\sum_{s} s * P(S=s \mid \mu, \sigma)=S A_{\text {mean }}
$$

$$
\operatorname{Var}[S=s \mid \mu, \sigma]=\sum_{s}\left(s-S A_{\text {mean }}\right)^{2} * P(S=s \mid \mu, \sigma)=S A_{s d}^{2}
$$

where $S A_{\text {mean }}$ and $S A_{s d}$ are the empirical mean and standard deviation of skeletal age (based on a given number of individuals "Size") which is given in the row from a study table (see Table 2).

In technical terms, the choice of $\mu$ and $\sigma$ is made by minimising the function

$$
f(\mu, \sigma)=\left(E[S=s \mid \mu, \sigma]-S A_{\text {mean }}\right)^{2}+\left(\operatorname{Var}[S=s \mid \mu, \sigma]-S A_{s d}^{2}\right)^{2}
$$

## Step 2: Model assumption for chronological age given skeletal age

Let "s" be a generated skeletal age for an individual from Step 1. Given an observed skeletal age "s", we assume that chronological age is normally distributed with expectation and variance as

$$
\begin{gathered}
E[A \mid S=s]=C A_{\text {mean }}+\frac{C A_{s d}}{S A_{s d}} * \operatorname{Corr} *\left(s-S A_{\text {mean }}\right) \\
\operatorname{Var}[A \mid S=s]=\left(1-\operatorname{Corr}^{2}\right) * C A_{s d}^{2}
\end{gathered}
$$

Where $C A_{\text {mean }}$ and $C A_{s d}$ are the empirical mean and standard deviation of chronological age (based on a given number of individuals "Size") which is entered in the row in a study table (see Table 2). Corr is Pearson's correlation coefficient between chronological age and skeletal age (based on a given number of individuals, "Size", for similar rows).

The underlying assumption is that skeletal age and chronological age are bivariate normally distributed. This means that the expected chronological age increases if the generated skeletal age was higher than its expectation (for positive Corr), and reduces the variation of the chronological age if Corr is not zero. An illustration of generation of individual data based on Stage 1-2 is given in Figure 9.

Steps 1-2 are carried out for each row in the table (see Table 2) using the numbers in the table. This yields a complete dataset with information on skeletal age and chronological age for each individual. A model to describe the probability of being at a specific stage at a given age is fitted on the basis of such a complete dataset.

Gender=M Size=27 CA=17.4(0.32) $S A=18.35(0.87)$


Figure 9. Example of generating 27 random individuals for the age group boys 17 years old for Buken 2007.

## A. 5 Model chosen for the stage probabilities in the tool

Boldsen et al. (2002) (1) describe two different types of transition models for modelling ordinal discrete variables as responses in a regression model. In the BioAlder tool, we consider several candidate models of this type in order to model the stage probabilities as a function of chronological age. Although these are very similar in form, we still want the data to tell us which variant of the models is most suitable for the different genders (boys or girls) and methods (hand or tooth). For example, it can be assumed that the chronological age variable is on a log scale (3), i.e. that we have predefined an age transformation. In our approach we allow the data decide the transformation of chronological age, $g($ age $)=a g e^{\lambda}$ for $\lambda=0.1,0.2, \ldots, 1.0$. This makes it possible for the stage probabilities to be asymmetrical about chronological age (as for a log transformation).

## A.5.1 Overview of candidate models

Consider the ordered stages $j=1, \ldots, J$, chronological age $x$ and the parameters $\theta=$ $\left(\alpha_{1}, \ldots, \alpha_{J-1}, \beta, \lambda\right)$. We assume that $\lambda$ takes the values $0.1,0.2, \ldots, 1.0$. By letting $Y$ be a discrete stochastic variable with the stage outcomes $1, \ldots, J$ that an individual of age $x$ may be in, we can describe the candidate models (1-4) as follows for the stages $j=1, \ldots, J-1$ :

1) Proportional-odds cumulative model with logit link
a. $\operatorname{logit}(P(Y \leq j \mid \theta, x))=\alpha_{j}+\beta * x^{\lambda}$
2) Proportional-odds cumulative model with probit link
a. $\operatorname{probit}(P(Y \leq j \mid \theta, x))=\alpha_{j}+\beta * x^{\lambda}$
3) Continuation-ratio model with logit link
a. $\operatorname{logit}(P(Y=j \mid Y \geq j, \theta, x))=\alpha_{j}+\beta * x^{\lambda}$
4) Continuation-ratio model with probit link
a. $\operatorname{probit}(P(Y=j \mid Y \geq j, \theta, x))=\alpha_{j}+\beta * x^{\lambda}$

For $j=J$ (last stage) we have $P(Y \leq J \mid \theta, x)=1$ and $P(Y=J \mid Y \geq J, \theta, x)=1$.
The link function $\operatorname{logit}(x)=\log \left(\frac{x}{1-x}\right)$, while the link function probit is cumulative standard normal distribution.

## A.5.2 The likelihood function

In order to fit these models to the data, maximum likelihood estimates are chosen for the unknown parameters $\theta$. In other words, they are chosen such that the data are those most likely to be observed. These are found by maximising the likelihood function (on the log scale)

$$
L(\theta)=\prod_{j=1}^{J} \prod_{i=1}^{n_{j}} P\left(Y=j \mid \theta, x_{i, j}\right)
$$

where $n_{j}$ is the number of individuals in stage $j$ and $x_{i, j}$ is the chronological age of the individual $i$ observed in stage $j$. Thus the likelihood function is a product of all the probabilities of the individuals (of a given age) being in their given stages.

Although the variants of the transitions models (1-4) are fairly similar, they have different features that it will be useful to take into account: The logit function appears to function better than the probit function in the great majority of cases - a concave maximum of the likelihood function (on the log scale) cannot always be achieved with the probit function.

Since all variants of the transition models (1-4) have the same number of parameters, the final model chosen is the one that gives the best fit with the observed data. The value of the maximised likelihood function is used to measure this. Since the observed data are generated, the candidate model that gives the best fit over the 100 generated complete datasets is chosen. This model is also chosen to calculate the stage probabilities (for a given age) for each of the 100 generated complete datasets that the tool results are based on.

## A.5.3 Model fitting

We use the VGAM R package (4) with the vglm function to fit the models and the predict function to calculate the stage probabilities for a given age. We have also made our own functions in $R$ which
calculate the likelihood function and stage probabilities for a given age, for all the candidate models numerically. We can use the optimising function nlm to produce a Hessian matrix in order to be able to describe the asymptotic variation in the estimators of $\theta$ (the covariance is the inverse of the negative Hessian matrix). This is very useful for calculating the confidence interval for the model parameters, or the confidence interval for model-based stage probabilities for a given age.

## A.5.4 Details of each individual transition model

In section A.5.1 we defined the models in the form $f(P(Y \leq j \mid \theta, x))$ and $f(P(Y=j \mid Y \geq j, \theta, x))$ where the link function $f$ was either logit or probit. But to calculate the likelihood function we need an expression for the stage probabilities $P(Y=j \mid \theta, x)$. We now describe this mathematically for each type of model:

## A.5.4.1 Proportional-odds cumulative

$$
P(Y=1 \mid \theta, x)=f^{-1}\left(\alpha_{1}+\beta * x^{\lambda}\right)
$$

$P(Y=j \mid \theta, x)=f^{-1}\left(\alpha_{j}+\beta * x^{\lambda}\right)-f^{-1}\left(\alpha_{j-1}+\beta * x^{\lambda}\right) \quad$ for $j=2, \ldots, J-1$
$P(Y=J \mid \theta, x)=1-f^{-1}\left(\alpha_{j-1}+\beta * x^{\lambda}\right)=1-\sum_{j=1}^{J-1} P(Y=1 \mid \theta, x)$

## A.5.4.2 Continuation-ratio

$$
\begin{gathered}
P(Y=1 \mid \theta, x)=f^{-1}\left(\alpha_{1}+\beta * x^{\lambda}\right) \\
P(Y=j \mid \theta, x)=f^{-1}\left(\alpha_{j}+\beta * x^{\lambda}\right) \prod_{l=1}^{j-1}\left[1-f^{-1}\left(\alpha_{l-1}+\beta * x^{\lambda}\right)\right] \quad \text { for } j=2, \ldots, J-1 \\
P(Y=J \mid \theta, x)=1-\sum_{j=1}^{J-1} P(Y=1 \mid \theta, x)
\end{gathered}
$$

## A. 6 Model validation

As mentioned above in this Appendix, it is important to check the fitted parametric model against the actual observed data in order to see that it is consistent with the model assumptions (see Figure 4). This is done by comparing the non-parametric model (with one-year age segments) with the adapted transition model. This will be useful documentation of the fact that the underlying model that is used to indicate the uncertainty of chronological age (given observed stage) is consistent with the underlying data. This comparison was carried out for all stages of the hand and tooth methods for both genders.

## A. 7 Distribution of chronological age given observed stage

## A.7.1 How to work backward to the age distribution

So far we have only considered the description of the stage probabilities for given chronological ages. Our reason for this is to take account of the effect of age mimicry. Our purpose with the tool is to describe how chronological age is distributed for a given observed stage. In order to find this distribution, we use Bayes' theorem (see section A.7.1.1 for a mathematical description) as follows:

Age distribution given stage = 'stage probability (age)' * 'assumed age distribution' * constant
where "constant" is a numerical value such that the area of the posterior distribution "Age distribution given stage" adds up to one. Thus the age distribution for a given stage consists of two main parts that are multiplied together: The probability for stage (a function of age) that we fit on the basis of a transition model, and an assumed age distribution (a priori distribution). This corresponds to the definition of which chronological ages (or rather, their distribution) we choose that the individuals included in a study should have (this presupposes, of course, that we want to describe chronological age for a given observed stage).

In the tool, we assume that the assumed age distribution (a priori distribution) is uniformly distributed and defined, for example from 7 to 21 years, with a view to take account of the effect of age mimicry. In Figure 10 we see an example of how age distribution (posterior distribution) for a given stage is affected by how one defines assumed age distribution. We see here that the age distribution for the given stage is cut off at 21 years since this is the assumed upper age.


Figure 10. The figure shows age distribution for a given stage based on Bayes' theorem, with the age distribution defined as from 7 to 21 years.

## A.7.1.1 Bayes' theorem explained mathematically

Consider the stochastic variables $X$ and $Y$ and that the outcome of these ( $x$ and $y$ ) is given with probability $p(X=x, Y=y)$. Assume that we have the observed outcome $x$. The rule for calculating the conditioned probability for $Y$ given observed $x$ is given as

$$
P(Y=y \mid X=x)=p(X=x, Y=y) / p(X=x)
$$

It is worth noting that $p(X=x)$ is a constant such that $P(Y=y \mid X=x)$ adds up to one. The only thing that varies is the variable $\quad y$. Using this rule, we can also show that
$p(X=x, Y=y)=p(X=x) * P(Y=y \mid X=x)=P(Y=y) * P(X=x \mid Y=y)$.
Thus we also have Bayes' theory, which is a reformulation of this:
$P(Y=y \mid X=x)=P(X=x \mid Y=y) * P(Y=y) / P(X=x)$.
This gives us $f(y)=P(Y=y \mid X=x)=P(X=x \mid Y=y) * P(Y=y) *$ constant
Thus by defining $P(X=x \mid Y=y)$ and $P(Y=y)$, we can calculate $P(Y=y \mid X=x)$.

## A.7.2 Calculated results based on age distribution

Our aim is to use the model-fitted age distribution (see previous section) to yield the age variation for an observed stage. As mentioned in the manual, we choose to define this age variation as $75 \%$ and $95 \%$ age prediction intervals. In order to estimate these, we estimate the $2.5 \%, 12.5 \%, 87.5 \%$ and $97.5 \%$ percentiles of the age distribution (for a given stage). We are also interested in finding the probabilities that the age of an individual is less than 16,17 or 18 years. These probabilities are found by calculating the areas under the age distribution up to 16,17 and 18 years, respectively.

The following is an overview of the results statistics produced by the tool:

1) The estimated $2.5,12.5,87.5$ and 97.5 percentiles of the age distribution.
2) The areas under the age distribution curve up to 16,17 and 18 years. These give the estimated probabilities of individuals being under 16, 17 and 18 years, respectively.

In the next section, we describe how these are calculated by the tool.

## A.7.2.1 Formulas for calculating results statistics

We calculate $P($ Stage $=j \mid$ Age $=a)$ for age $a=7.00,7.01,7.02, \ldots, 26.99,27.00$, i.e. with a grid size of 0.01 . Then

$$
P(\text { Age }=a \mid \text { Stage }=j)=P(\text { Stage }=j \mid \text { Age }=a) * C(u)
$$

Is calculated for $a=7.00,7.01, \ldots, u-0.01, u$ where $u$ is the upper defined age limit in whole years (e.g. 21.00 or 23.00 years) and $C(u)$ is a constant that depends on this upper defined age limit:

$$
C(u)=0.01 * \sum_{i=7.00}^{u} P(\text { Stage }=j \mid \text { Age }=i)
$$

which is calculated with a simple rectangular approximation to the integral.
The cumulative distribution of the age distribution given stage is calculated by simple summation:

$$
P(\text { Age } \leq a \mid \text { Stage }=j)=\sum_{i=7.00}^{a} P(\text { Age }=i \mid \text { Stage }=j)
$$

for $a=7.00,7.01,7.02, \ldots, 26.99,27.00$.
Overview of calculated result statistics:

1) The probability of age less than $T$ years will then be $P($ Age $\leq T \mid$ Stage $=j)$
2) $q$-percentile $=\operatorname{argmax}_{a} P($ Age $\leq a \mid$ Stage $=j) \leq q$
i.e. the highest age of $a=7.00,7.01, \ldots, u$ where $P($ Age $\leq a \mid$ Stage $=j) \leq q$.

## A.7.3 Effect of assumed age distribution

As described in the previous section, the approach for describing the age distribution for a given stage is as follows: First define probabilities for the given stage for the outcome of age values, then assume a prior age distribution in order to "work backwards" to the posterior age distribution for the given stage. An effect that cannot be avoided with this approach, is that the definition of assumed prior age distribution may influence the results that the tool generates (to different extents for different stages). As an example, we consider the last stage of one of the methods. Figure 11 shows how the age distribution for the last stage suddenly stops at age 21 years. This is because we have defined 21 years as an upper age in the assumed age distribution. Since the sum of the area under the age distribution must always be one, both the percentiles and the probabilities of being less than 16/17/18 years will be influenced by the upper defined age: The lower the upper age limit that is defined, the lower the age distribution percentiles will be, and the higher the probabilities of being less than 16/17/18 years old. An important part of the manual has been to describe the effect on the results of assuming different upper age limits, and to argue for the choice of the upper age limit we define.


Figure 11. The figure shows the age distribution for a given stage based on Bayes' theorem, with the age distribution defined as from 7 to 21 years. The $x$-axis is chronological age in years.

In the study of any phenomenon, one often has some knowledge in advance, and in Bayesian statistics, this knowledge is called "prior information". Such information says something about what the result may become before the data is collected, and this could for example be data from previous studies on tooth- and hand investigations.

In BioAlder, a uniform prior was chosen (Figure 12). This means that the probability of being 15 is equal to the probability of being 18 , for example. The relevant ages is from 7 to 20.5 years for men, and 7 to 21 years for women, when both methods are included. One could, of course, argue that other prior distributions would be better, and this would affect the predicted age interval for each stage, or combination of such. One distribution that we tested, was a normal distributed prior with expectation 18 years of age and with a standard deviation of 2 years (as seen in Figure 12). Some have also argued that it would be more appropriate to adapt the prior distribution in each individual case, based on other available information (5). E.g., if other circumstances point towards a chronological age of 21 years, expectation of the prior could manually be set to 21 years with a standard deviation that reflects the uncertainty. If the prior distribution were set to an age above 18 years, this would push the prediction interval towards higher ages, making it more likely for someone to be over 18 years old.

The prior probability distribution can also be used to increase the positive predictive value (PPV). This would be the case if the majority of the test population was under 18 years, as recently problematized $(6,7)$. This criticism is, however, impossible to fully accommodate, as the chronological age of the test population is, and will always be, unknown. The best way to avoid a low PPV will be to only test individuals where there is doubt whether the person is under 18 years.


Figure 12.The figure shows two different prior age distributions. The first one is uniform, as it is in BioAlder, and the second with a normal distribution around 18 years with 2 years standard deviation. The number of individuals under 18 years will be slightly different between the two; $4.3 \%$ and $4.6 \%$.

## A.7.4 Choice of results as a consequence of the fact that the data are generated

As previously explained in section A.4, for most of the studies we do not know the actual chronological age with appurtenant development stage for each individual (individual-based data). The approach we have chosen for using the information in the studies (in the form of tables) is to generate complete datasets with extra model assumptions in order to recreate the individual-based data that these studies are based on (as described in section A.4). By going through all the rows in the tables in the studies, a complete dataset is generated (which also includes individual-based data). The "result statistics" (percentiles for age distribution and areas under the age distribution up to 16,17 and 18 years) are calculated for this (partially) generated dataset. We iterate this 100 times, so that each of these results statistics gets a distribution. See Figure 13 for an illustration of these distributions.


Figure 13. The figure shows the distribution of the 2.5 percentile (upper left plot) and the 97.5 percentile (upper right plot) for chronological age, and the probabilities under 16 years (lower left plot) and 18 years (lower right plot) over 100 generated datasets for an observed stage. The final results are chosen as either 5\% or $95 \%$ quantiles of the 100 generated results.

For the distributions of the result percentiles that are under $50 \%$ (these are defined as $2.5 \%$ and $12.5 \%$ ), we use the $5 \%$ quantile of the 100 results as the final result for the tool (see upper left plot in Figure 13). For all the other results statistics ( $87.5 \%$ and $97.5 \%$ and the probabilities for under 16,17 and under 18 years) we use the $95 \%$ quantile of the 100 results as the final result (see upper right and two lower plots in Figure 13). The basis for these choices is that the prediction interval (e.g. the 2.5 and 97.5 percentiles) should be broader because we ought to allow for the fact that we do not know the actual individual-based data. For the probabilities of being under 16,17 and under 18 years, we use the 95 percentiles so that the probabilities are increased in favour of not classifying a minor as an adult.

It is worth noting that the "resolution" of the data formats (whether they are Type 2, 3 or 4) that are included and the number of observations influence the variation of the distribution of the result statistics.

## A.7.5 Details of calculating the results used by the tool

From the 100 complete datasets, we get 100 values for each of the types of result statistics defined under 1) and 2) in section A.7.2. We take either the $5 \%$ or $95 \%$ quantile for these as described in the previous section by using the function quantile in statistics program $R$, where the type of quantile is specified as "Type 7", which is the default.

## A. 8 Modelling of stage probability for hand and tooth combined

Because of the great biological variability affecting the methods, it is desirable to combine several methods in order to obtain a more precise estimate. Gelbrich et al. (2015) (8) point out that there is no relationship between the age estimation errors arrived at by means of the hand and tooth of the same individual, and we can therefore assume that the two methods are independent for a given chronological age. This naturally presupposes that the radiographs of hand and tooth are taken at approximately the same time for the same individual. In practice, this means that we can multiply the distributions of chronological age for the two methods together in order to obtain a joint distribution of chronological age based on a combination of development stage for tooth and skeletal age for hand. For a given observed skeletal age $s$ and tooth stage $t$, the model for the combination can be written

$$
\begin{aligned}
P(\text { skeletal age } & =s, \text { tooth stage }=t \mid \text { Age }=a) \\
& =P(\text { skeletal age }=s \mid \text { Age }=a) * P(\text { tooth stage }=t \mid \text { Age }=a)
\end{aligned}
$$

Applying Bayes' theorem with defined a priori age $P($ Age $=a)$ we get $P($ Age $=a \mid$ skeletal age $=s$, tooth stage $=t) \propto P($ skeletal age $=s \mid$ Age $=a) *$ $P($ tooth stage $=t \mid$ Age $=a) * P($ Age $=a)$.

Figure 14 illustrates the distribution of chronological age, given the data for an observed skeletal age and tooth stage (combined).

## Distribution of chronological age



Figure 14. The figure shows how the distribution based one the two methods are combined if they are assumed to be independent of one another for a given chronological age: For each given chronological age, the values of the functions for hand and tooth respectively are multiplied together, and then the multiplied function is normalised to have an area of one.

## The combined age distribution under moderate dependency

In this section we carry out a simulation experiment to see how the combined age distribution changes if there is a dependency of 0.3 in correlation between the two methods (given chronological age). We considered a proportional-odds cumulative model (with probit link function) with the parameters $\alpha_{1}^{H}, \alpha_{2}^{H}, \ldots, \alpha_{I-1}^{H}, \beta^{H}$ for hand and parameters $\alpha_{1}^{T}, \alpha_{2}^{T}, \ldots, \alpha_{J-1}^{T}, \beta^{T}$ for tooth, and $\lambda=1$ for both methods. The parameters were fitted based on the data from all studies, for the $1^{\text {st }}$ data generation:

| Parameter | $\alpha_{1}$ | $\alpha_{2}$ | $\alpha_{3}$ | $\alpha_{4}$ | $\alpha_{5}$ | $\alpha_{6}$ | $\alpha_{7}$ | $\alpha_{8}$ | $\alpha_{9}$ | $\alpha_{10}$ | $\alpha_{11}$ | $\alpha_{12}$ | $\beta$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Hand (H) | 8.23 | 9.03 | 9.66 | 10.31 | 10.77 | 11.21 | 11.9 | 12.28 | 12.52 | 13.07 | 13.8 | 14.56 | -0.81 |
| Tooth (T) | 5.35 | 6.38 | 7.59 | 8.58 | 9.48 | 10.33 | 11.85 |  |  |  |  |  | -0.57 |

We found that there is not any particular big change for the combined age distribution when there is a correlation of 0.3 compared to zero (independence). The largest difference is when the age distribution for the hand method does not overlap much with the age distribution for the tooth method - here the combined age distribution should slightly more shifted towards the hand method. See Figure 15 for some example variants.


Figure 15. The figure shows the age distribution for some variants of the combined methods. The $x$-axis gives chronological age (year), whereas the $y$-axis is the density. The histogram was created based on simulating 10 mill. individuals from a uniform distribution between 7-24 years and applied on the proportional-odds cumulative models. The conditional dependency between the two methods was set to have correlation 0.3 .

## B. Results used in the tool

This chapter gives the user of the tool a thorough overview of all the elements on which the final results shown by the tool are based. The chapter is intended to be documentation to support the assumptions made along the way in order to arrive at these results. A large portion of this chapter will also show the effect of making different assumptions: for example, how to allow for the fact that we do not know the individual-based information for many of the studies, or the choice we make to define an upper age limit for the prior age when using Bayes' theorem.

In the first section, B.1, we present the data upon which the results are based. In the next section, B.2, we state which model type we found to give the best fit for the different methods for different genders. Sections B.3-B. 5 are "effect sections", in which we demonstrate the model uncertainty and the effect of making different assumptions. The chapter then concludes with sections that describe our final assumptions, which form the basis for the results used in the tool.

## B. 1 Overview of studies used in the tool

## Hand studies

| Format | Study | $\underline{\text { Boys }}$ | $\underline{\text { Girls }}$ |
| :--- | :--- | :--- | :--- |
| Type 1 | Saadé 2017 | 115 | 129 |
| Type 1 | Santos 2011 | 136 | 94 |
| Type 1 | Van Rijn 2001 | 178 | 197 |
| Type 1 | Zafar 2010 | 165 | 64 |
| Type 1 | Tise 2011 | 359 | 126 |
| Type 1 | Alcina 2018 | 312 | 293 |
| Type 1 | Yilmaz 2018 | 333 | 379 |
| Type 1b | Buken 2007 | 231 | 219 |
| Type 1b | Hackman 2013 | 145 | 0 |
| Type 1b | Haiter-Neto 2006 | 115 | 105 |
| Type 1b | Kim2015 | 60 | 40 |
| Type 1b | Paxton2013 | 112 | 67 |
| Type 1b | Schmidt2007 | 172 | 0 |
| Type 1b | Zabet2015 | 98 | 87 |
| Type 3 | Chaumoitre 2016 | 886 | 673 |
| Type 4 | Bala 2010 | 59 | 59 |
| Type 4 | Cantekin 2012 | 259 | 351 |
| Type 4 | Chiang 2005 | 141 | 70 |
| Type 4 | Griffith 2007 | 281 | 105 |
| Type 4 | Koc 2001 | 185 | 0 |
| Type 4 | Mohammed 2015 | 270 | 270 |
| Type 4 | Nahid 2010 | 32 | 45 |
| Type 4 | Patel 2015 | 56 | 60 |
| All | Total | 4700 | 3433 |

## Tooth studies

| Format | Study | Boys | Girls |
| :--- | :--- | :--- | :--- |
| Type 1 | Cavric 2016 | 763 | 907 |
| Type 1 | Malta dataset | 553 | 650 |
| Type 1 | Saadé 2017 | 113 | 119 |
| Type 1 | Jayaraman 2016 | 682 | 617 |
| Type 1 | Knell 2009 | 591 | 669 |
| Type 1 | Hedge 2016 | 410 | 267 |
| Type 1 | Yilmaz 2018 | 70 | 92 |
| Type 2 | Lee 2009 | 786 | 964 |
| Type 2 | Johan 2012 | 540 | 539 |
| Type 2 | Duangto 2017 | 872 | 983 |
| Type 2 | Li 2012 | 648 | 760 |
| Type 2 | Liu 2018 | 963 | 1148 |
| Type 2 | Marrero-Ramos 2020 | 27 | 75 |
| All | Total | 7018 | 7790 |

Table 4. The tables provide an overview of the numbers of individuals in different studies upon which the results in the tool are based (see the reference list of the manual for details). The data format for the appurtenant study is given in the column "Format". Type 1 studies have data in an individual-based format, Type 2 have a frequency table with the number of individuals for each stage within each whole year, Type 3 are tables with information on the mean and standard deviation of chronological age for given stages (skeletal age or tooth stage), while Type 4 are tables with information on means and standard deviations of chronological age and skeletal age within each whole year.

Table 4 provides an overview of all studies upon which the results in the tool are based. The total numbers here for boys and girls, respectively, are $\mathbf{4 7 0 0}$ and $\mathbf{3 4 3 3}$ for hand, and $\mathbf{7 0 1 8}$ and $\mathbf{7 7 9 0}$ for teeth.

## Overview of models used in the tool

\(\left.\begin{array}{|l|l|c|l|l|}\hline Method \& Gender \& Transformation age \& Model type \& Link function <br>
\hline Hand \& Boys \& Age \& Proportional-odds cumulative \& logit <br>
\hline Hand \& Girls \& Age \& Proportional-odds cumulative \& logit <br>

\hline Tooth \& Boys \& Age \& \& Continuation-ratio\end{array}\right]\) logit | probit |
| :--- |
| Tooth |
| Girls |

Table 5. The table shows the model selected for each method and each gender. The selection criteria for the models are based on a model search as described in section A.5.2. "Transformation age" indicates which transformation was carried out on the variable chronological age in the regression model.

Table 5 provides an overview of the selected parametric models upon which the results in the tool are based. We found that the stage probabilities given chronological age were approximately symmetrical about chronological age for hands, while for teeth there were slightly longer tails for higher chronological ages. This is important information that will be taken into account in the final results, since it is these distributions that form the basis when we work backwards to describe the distribution of chronological age for a given stage (using Bayes' theorem).

## B. 2 Randomly generated variation for stage probabilities

In this section we show the effect of randomly generated variation for only the second last and last stages for all methods and both genders. This is useful for describing the variability of the fitted stage probabilities in view of the fact that we do not know the individual-based data.

## B.2.1 Overview figures

The following figures (Figures 16-31) in sections B.3.1.1 and B.3.1.2 (for boys) and B.3.1.4 and B.3.1.5 (for girls) show the mean (solid line), 5\% (lower stippled) and 95\% (upper stippled) quantiles for the fitted parametric regression models of stage probabilities (black) and the non-parametric probabilities (red) across the 100 generated datasets. The fitted regression models are as listed in Table 5. The nonparametric probabilities are percentages of individuals in the data (within one year centred round a given chronological year) that fall into the various stages. The numbers at the top of the figure give the
total number of individuals that fall into a whole year (centred around whole given years), while the numbers at the bottom of the figures indicate the number of individuals who fall into the stage in question. These figures are given as the lowest and highest observed numbers of individuals across all the 100 generated datasets. The percentages of individuals for the combined datasets in sections B.3.1.3 (boys) and B.3.1.6 (girls) are not shown, since we do not have these numbers.

## B.2.1.1 For boys hand



Figure 16. The figure shows the stage probability for boys with a skeletal age of 18 years for given chronological ages.


Figure 17. The figure shows the stage probability for boys with a skeletal age of 19 years for given chronological ages.

## B.2.1.2 For boys tooth



Figure 18. The figure shows the stage probability for boys with tooth stage G for given chronological ages.


Figure 19. The figure shows the stage probability for boys with tooth stage H for given chronological ages.

## B.2.1.3 For boys combined



Figure 20. The figure shows the stage probability for boys with a skeletal age of 18 years and tooth stage H for given chronological ages.


Figure 21. The figure shows the stage probability for boys with a skeletal age of 19 years and tooth stage $F$ for given chronological ages.


Figure 22. The figure shows the stage probability for boys with a skeletal age of 19 years and tooth stage $G$ for given chronological ages.

Gender=M Stage=19/H


Chronological Age (year)

Figure 23. The figure shows the stage probability for boys with a skeletal age of 19 years and tooth stage H for given chronological ages.

## B.2.1.4 For girls hand



Figure 24. The figure shows the stage probability for girls with a skeletal age of 17 years for given chronological ages.


Figure 25. The figure shows the stage probability for girls with a skeletal age of 18 years for given chronological ages.

## B.2.1.5 For girls tooth



Figure 26. The figure shows the stage probability for girls with tooth stage $G$ for given chronological ages.


Figure 27. The figure shows the stage probability for girls with tooth stage H for given chronological ages.

## B.2.1.6 For girls combined



Figure 28. The figure shows the stage probability for girls with a skeletal age of 17 years and tooth stage H for given chronological ages.


Figure 29. The figure shows the stage probability for girls with a skeletal age of 18 years and tooth stage F for given chronological ages.


Figure 30. The figure shows the stage probability for girls with a skeletal age of 18 years and tooth stage $G$ for given chronological ages.
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Figure 31. The figure shows the stage probability for girls with a skeletal age of 18 years and tooth stage H for given chronological ages.

## B.2.2 Model validation

The figures in section B.3.1 for hand and tooth are useful for model validation since they show the fitted model compared with the actual data. We see here that the stage probabilities G and H for boys'
teeth, and the stage probabilities for skeletal age 17 years for girls, deviate somewhat from the observed data. Since the estimation of stage probabilities is based on a limited number of individuals, we ought also to take this into account by estimating confidence intervals for the probabilities. This is done in section B.4.

## B. 3 Credibility interval for stage probabilities

In this section we consider 95\% credibility intervals (Bayesian analogue of confidence intervals) for stage probabilities (for each given age) to allow for the fact that the estimation of these probabilities is based on a limited number of individuals.

## B.3.1 Credibility interval for non-parametric model

For the non-parametric model, we use a "Jeffreys Interval", where we assume a beta prior with shape parameters equal to a half. The $95 \%$ credibility interval $[L, U]$ for probability given age $a$ will then be equal to

$$
\left[\operatorname{Beta}_{2.5 \%}\left(n_{j}(a)+\frac{1}{2}, n(a)-n_{j}(a)+\frac{1}{2}\right), \operatorname{Beta}_{97.5 \%}\left(n_{j}(a)+\frac{1}{2}, n(a)-n_{j}(a)+\frac{1}{2}\right)\right]
$$

where $n(a)$ and $n_{j}(a)$ are the total numbers of individuals across all stages and within stage $j$, respectively, within the age segment $[a-0.5, a+0.5)$. Special cases: For $n_{j}(a)=0, L=0$. For $n_{j}(a)=n(a), U=1$. For $n(a)=0, L=0, U=1$.

## B.3.2 Credibility interval for parametric model

For the appurtenant selected parametric models (see section B.2), we calculate the $95 \%$ credibility intervals for probability given age $a$ as

$$
\begin{gathered}
{\left[P\left(\text { Stage }=j \mid a, \theta^{*}\right)_{2.5 \%}, P\left(\text { Stage }=j \mid a, \theta^{*}\right)_{97.5 \%}\right]} \\
\theta^{*} \sim \operatorname{MVN}\left(\theta^{\text {hat }},- \text { Hessian }^{-1}\left(\theta^{\text {hat }}\right)\right)
\end{gathered}
$$

where MVN is multivariate normal distribution (with expectation and covariance matrix as arguments) and Hessian is the second order derivation matrix of the likelihood function (on a log scale). We generate 1000 random samples from the multivariate normal distribution in order to calculate the credibility interval.

## B.3.3 Overview figures

We will now show $95 \%$ credibility intervals based on non-parametric and parametric models for the cases where we were in doubt as to whether the model assumption for the parametric models is adequate. Since we get one credibility interval $[L, U]$ for each generated dataset, we choose the $5 \%$
quantile of the lower thresholds $L$, and the $95 \%$ quantile of the upper thresholds $U$, as the final values of the credibility intervals.

The figures below (Figures 32-34) show the mean of the fitted parametric regression models for the stage probabilities (black), and 95\% credibility intervals for the stage probabilities for both the parametric transition model (black stippled) and the non-parametric probabilities (red stippled) across the 100 generated datasets.

Note 1: The variability is less for the probabilities based on the parametric transition model than the non-parametric model.

Note 2: The average parametric model (almost) always lies within the $95 \%$ credibility intervals for the probabilities based on the non-parametric model.


Figure 32. The figure shows the stage probability for boys with tooth stage $G$ for given chronological ages.


Figure 33. The figure shows the stage probability for boys with tooth stage H for given chronological ages.


Figure 34. The figure shows the stage probability for girls with a skeletal age of 17 years for given chronological ages

## B. 4 Choice of upper age limits in the tool (defining the prior age distribution)

## B.4.1 The effect of different upper age limits

Both teeth and hand skeleton have end-stages that last for the rest of the individual's life. This means, for example, that there will be the same probability of a 50 year-old having the end stage as a 25 yearold, assuming that no 25 year-olds can have the second-last stage. This makes it very challenging to describe the distribution of chronological ages for those stages that do not "end", since this description will depend on which ages are included in the study (see section A.7.3). It is essential to know how strong the effect of the defined age is on the results. In this section we therefore investigate how the choice of various defined age ranges affects the results. Table 6 presents an overview of the results
that are most strongly affected by a change in the upper defined age. See section B.5.3 for extensive illustrations of how defined upper age limits affect the results.

| Gender | Method | Stage | Threshold | 19y | 20y | 20.5y | 21y | 23y | 25y |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Boys | Hand | 19 | 18 | 0.41 | 0.23 | 0.19 | 0.16 | 0.10 | 0.07 |
| Boys | Tooth | G | 18 | 0.56 | 0.39 | 0.35 | 0.32 | 0.26 | 0.25 |
| Boys | Tooth | H | 18 | 0.31 | 0.13 | 0.09 | 0.06 | 0.03 | 0.01 |
| Boys | Comb. | 19/E | 18 | 0.59 | 0.46 | 0.43 | 0.41 | 0.38 | 0.38 |
| Boys | Comb. | 19/F | 18 | 0.49 | 0.35 | 0.32 | 0.30 | 0.27 | 0.27 |
| Boys | Comb. | 19/G | 18 | 0.31 | 0.16 | 0.14 | 0.12 | 0.09 | 0.08 |
| Boys | Comb. | 18/H | 18 | 0.43 | 0.31 | 0.30 | 0.29 | 0.28 | 0.28 |
| Boys | Comb. | 19/H | 18 | 0.17 | 0.05 | 0.03 | 0.02 | 0.01 | <0.01 |
| Girls | Hand | 18 | 18 | 0.55 | 0.37 | 0.32 | 0.28 | 0.19 | 0.14 |
| Girls | Tooth | G | 18 | 0.55 | 0.36 | 0.31 | 0.27 | 0.2 | 0.18 |
| Girls | Tooth | H | 18 | 0.32 | 0.13 | 0.09 | 0.07 | 0.02 | 0.01 |
| Girls | Comb. | 18/F | 18 | 0.56 | 0.41 | 0.38 | 0.35 | 0.31 | 0.31 |
| Girls | Comb. | 18/G | 18 | 0.41 | 0.23 | 0.19 | 0.17 | 0.12 | 0.10 |
| Girls | Comb. | 18/H | 18 | 0.24 | 0.09 | 0.06 | 0.04 | 0.02 | 0.01 |
| Boys | Hand | 19 | 17 | 0.12 | 0.07 | 0.05 | 0.05 | 0.03 | 0.02 |
| Boys | Tooth | G | 17 | 0.24 | 0.17 | 0.15 | 0.13 | 0.11 | 0.11 |
| Boys | Tooth | H | 17 | 0.07 | 0.03 | 0.02 | 0.01 | 0.01 | <0.01 |
| Boys | Comb. | 19/E | 17 | 0.23 | 0.18 | 0.17 | 0.16 | 0.15 | 0.15 |
| Boys | Comb. | 19/F | 17 | 0.14 | 0.1 | 0.09 | 0.08 | 0.08 | 0.07 |
| Boys | Comb. | 18/H | 17 | 0.07 | 0.05 | 0.05 | 0.04 | 0.04 | 0.04 |
| Girls | Hand | 18 | 17 | 0.21 | 0.14 | 0.12 | 0.11 | 0.07 | 0.05 |
| Girls | Tooth | G | 17 | 0.24 | 0.16 | 0.14 | 0.12 | 0.09 | 0.08 |
| Girls | Tooth | H | 17 | 0.07 | 0.05 | 0.03 | 0.02 | 0.01 | <0.01 |
| Girls | Comb. | 18/F | 17 | 0.19 | 0.14 | 0.13 | 0.12 | 0.11 | 0.10 |
| Girls | Comb. | 18/G | 17 | 0.09 | 0.05 | 0.04 | 0.04 | 0.03 | 0.02 |
| Boys | Tooth | G | 16 | 0.07 | 0.05 | 0.04 | 0.04 | 0.03 | 0.03 |
| Boys | Comb. | 19/E | 16 | 0.06 | 0.05 | 0.04 | 0.04 | 0.04 | 0.04 |
| Girls | Hand | 18 | 16 | 0.06 | 0.04 | 0.03 | 0.03 | 0.02 | 0.01 |
| Girls | Tooth | G | 16 | 0.08 | 0.05 | 0.04 | 0.04 | 0.03 | 0.02 |

Table 6. The table shows an overview of the cases where the probability of being below a "threshold" (16, 17 or 18 years) is at least 1.5 times as high if the upper age limit is set at 19 years as opposed to an upper age limit of 25 years (at least one of the probabilities must also be at least 5\%). The figures with dark grey background indicate the values that are used as final results in the tool.

## B.4.2 Final choices for upper age limits in the tool

In the previous section, we saw that the assumed upper age in the age distribution affects the results, in particular the last stage (see also section B.5.3 for a broader overview). This is a major challenge, since the value of the upper age should not be too low, as this would mean excluding information about the chronological ages a stage can have, but not too high either, as this could reduce the probability of an individual being, for example, under 18 years (which could increase the possibility of
children erroneously being classified as adults). Section 8.2 describes the motivation of our final choices. Table 7 provides an overview of the defined upper ages for the different methods and genders.

|  | Hand | Tooth |
| :--- | :--- | :--- |
| Boys | 20 years | 20.5 years |
| Girls | 19 years | 21 years |

Table 7. The table provides an overview of defined upper age of the assumed age distribution for the different methods and genders used in the tool.

## B.4.3 Overview figures of the effect of assumed upper age

The following figures (Figures 35-50) in sections B.5.3.1-B.5.3.6 show the effect of assuming different upper ages in order to work backwards (i.e. applying Bayes theorem) to describe the distribution of chronological age for given stages.

The figures on the left show the $75 \%$ (red lines) and $95 \%$ (black lines) prediction intervals for chronological age for given observed stages, while the figures on the right show the probabilities of being under 16 (red lines) and under 18 years (black lines) in chronological age for given observed stages.

## B.4.3.1 Effect for boys: hand skeletal ages 18 and 19 years



Figure 35: The figure shows prediction intervals and probabilities for boys with a skeletal age of 19 years.


Figure 36: The figure shows prediction intervals and probabilities for boys with a skeletal age of 18 years.
B.4.3.2 Effect for boys: tooth stages $G$ and $H$


Figure 37: The figure shows prediction intervals and probabilities for boys with tooth stage H .


Figure 38: The figure shows prediction intervals and probabilities for boys with tooth stage $G$.
B.4.3.3 Effect for boys: combined stages 19/F, 19/G, 18/H and 19/H


Figure 39: The figure shows prediction intervals and probabilities for boys with skeletal age 19 years and tooth stage H .


Figure 40: The figure shows prediction intervals and probabilities for boys with skeletal age 18 years and tooth stage H .


Figure 41: The figure shows prediction intervals and probabilities for boys with skeletal age 19 years and tooth stage $\mathbf{G}$.


Figure 42: The figure shows prediction intervals and probabilities for boys with skeletal age 19 years and tooth stage $F$.
B.4.3.4 Effect for girls: hand skeletal ages 17 and 18 years


Figure 43: The figure shows prediction intervals and probabilities for girls with a skeletal age of 18 years.


Figure 44: The figure shows prediction intervals and probabilities for girls with a skeletal age of 17 years.
B.4.3.5 Effect for girls: tooth stages $G$ and $H$


Figure 45: The figure shows prediction intervals and probabilities for girls with tooth stage H .


Figure 46: The figure shows prediction intervals and probabilities for girls with tooth stage G.

## B.4.3.6 Effect for girls: combined stages 18/F, 18/G, 17/H and 18/H



Figure 47: The figure shows prediction intervals and probabilities for girls with skeletal age 18 years and tooth stage H


Figure 48: The figure shows prediction intervals and probabilities for girls with skeletal age 17 years and tooth stage H .


Figure 49: The figure shows prediction intervals and probabilities for girls with skeletal age 18 years and tooth stage $G$.


Figure 50: The figure shows prediction intervals and probabilities for girls with skeletal age 18 years and tooth stage F .
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[^0]:    Delundersøkelser oppgis til orientering:

    Observert Greulich \& Pyle skjelettalder basert på røntgen av hảnd: 19

    - Prediksjonsintervall: $87,5 \%$ av individene vil være mer enn 17 âr 6 mnd.
    - Prediksjonsintervall: 97,5\% av individene vil være mer enn 16 ár 4 mnd.
    - Andel individer under 16 âr: mindre enn $5 \%$.
    - Andel individer under 17 àr: $6.6 \%$
    - Andel individer under 18 år: $23 \%$.

    Observert Demirijans utviklingsstadie basert pà røntgen av nedre venstre visdomstann: G

    - Prediksjonsintervall: $75 \%$ av individene vil være mellom 16 år 10 mnd og 20 år.
    - Prediksjonsintervall: $95 \%$ av individene vil være mellom 15 ár 7 mnd og 20 âr 5 mnd.
    - Andel individer under 16 âr: mindre enn $5 \%$.
    - Andel individer under 17 âr: 15\%
    - Andel individer under 18 arr: $35 \%$.

    Dette dokumentet ble beregnet med BioAlder v1.3. Verktøyet er et hjelpemiddel for fastsettelse av alder hos yngre asylsøkere i forvaltningen. Skal ikke uten videre brukes $i$ andre sammenhenger.

